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Abstract I
Recently, local area networks have come into widespread use for computer commu-

nications. Together with the trend towards digital transmission of telephone signals, this
has sparked interest in the use of computer networks for the transmission of integrated
voice/data traffic. This work addresses two related aspects of local area network perfor-
mance, a detailed characterization of the performance of Carrier Sense Multiple Access
with Collision Detection (CSMA/CD), and the comparative performance of several broad-
cast bus networks with voice/data traffic.•

While prior analysis of CSMA/CD has shown that the protocol achieves good per-
formance with data traffic over a range of conditions, the widely used IEEE 802.3 (Eth-
ernet) implementation of the protocol has several aspects that are not easily amenable
to mathematical analysis. These include the binary-exponential back-off algorithm used
upon collision, the number of buffers per station, and the physical distribution of sta-
tions. Performance measurements on operational 3 and 10 Mb/s networks are presented.
These demonstrate that the protocol achieves high throughput with data traffic when the
packet transmission time is long compared to the propagation delay, as predicted by anal-
ysis. However, at 10 Mb/s, with short packets on the order of 64 bytes, performance is
poorer. The inflexibility of measurement leads to the use of simulation to further study
the behaviour of the Ethernet. It is shown that, witi- large numbers of stations, while the
throughput of the standard Ethernet is poor, a si. o k modification to the retransmission
algorithm enables near-optimal throughput to be a . :ved. The effects of the number of
buffers and of various distributions of stations are quantified. It is shown that stations
near the ends of the network and isolated stations achieve lower than average performance.

The second focus of this research is the performance of broadcast bus networks with
integrated voice/data traffic. The networks considered are the contention-based Ethernet
and two contention-free round-robin schemes, Expressnet and the IEEE 802.4 Token Bus.
To accommodate voice traffic on such networks, a new variable-length voice packetization
scheme is proposed which achieves high efficiency at high loads. While several studies



of voice/data traffic on local area networks have appeared in the literature, the differing
assumptions and performance metrics used render comparisons with one another difficult.
For consistency, a network-independent framework for evaluation of voice/data networks
is formulated. Using simulation, a systematic evaluation is undertaken to determine the
regions of good performance of the networks under consideration. Interactions between the
traffic types and protocol features are studied. It is shown that the deterministic schemes
almost always perform better than the contention scheme. Two priority mechanisms for
voice/data traffic on round-robin networks are investigated. These are alternating round
mechanism and the token rotation times mechanism which restricts access rights based
on the time taken for a token to make one round. An important aspect of this work is
the accurate characterization of performance over a wide region of the design space of
voice/data networks.
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1

Chapter 1
Introduction

1.1. Historical Perspective

The late 1960's saw the emergence of packet-switching as a means of cfficiently

sharing expensive communication networks among many users[Roberts 78]. This

technique is useful when the traffic is bursty, i.e., the traffic consists of messages separated

by idle periods of variable duration. In packet-switched networks. rather than dedicating a

circuit to a pair of users for the duration of a session, messages are transmitted in separate

packets with communication lines being utilized by a pair of users only for the .huration of'

each packet transmission. Long messages may be broken up into sub-units with each

being transmitted in a separate packet. Each packet may traverse the path from the source

to the destination in several hops. with storage at intermediate nodes in store-and-fonvard

networks, leading to problems of routing and ordering of packets at the destination.

In the early 1970"s. local area networks were introduced for interconnection of

computers within an area such as a campus or building [Clark et. aL 78]. Such networks

are characterized by high bandwidths, currently on the order of 1 - 100 Mb/s. and span

distances of 1 - 10 km. Local area networks may be broadly classified according to

topology into star. ring and bus networks (Figure 1-1). Star networks are well suited for

connection of terminals to a time-shared computer. For the interconnection of

autonomous computers they have the drawback of having a single point of I1iilure that

completely disrupts operation.

The ring and bus topologies are more suitable for computer interconnections. In the

bus. every station receives every packet resulting in broadcast operation and eliminating

the problems of routing and ordering of packets. With rings. broadcast operation can be



Figure 1-1: I1M.I Area Network lopologies.
(it) Star. (b) Ring. (c) Blus.
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achieved by requiring that every packet circulate once around the ring belbre being

removed. The design of protocols for orderly access is aided by the circular point-to-point

topology. However. the failure of a single station can disrupt the network unlcss mcasurcs

such as redundancy or the use of bypass switches are adopted. Bus netvorks achieved

early prominence owing to reliability and case of implemcntation. The bus is passive and

the network is unaffected by most failures of individual stations. Stations can be added to.

and removed from the network during normal operation. In this work, we restrict our

attention to bus networks. We note that From the performance point of view, there are

commonalities between some ring and bus access methods. Thus. some of our :-csults are

indicative of the behaviour of certain ring networks.

Broadcast local area networks had their beginnings in 1970 in a packet-radio network

at the University of Hawaii. the ALOtiA network [Abramson 70]. In AL.OHA. remote

stations broadcast packets over a common frequency band to a central station. Collisions

between mtiltiple packets require retransmissions for reliable data transfler. 'hcse are

generated by higher level protocols using acknowledgements and timeout s. A more

efficient scheme. carrier sense multiple access (CSMA), was proposed by Kleinroc;k and

Tobagi [Klcinrock & Tobagi 75]. In CSMA, stations sense activity on the channel and

transmit only when the channel is idle, thus reducing the probability of collision and

leading to improved utilization.

With the addition of collision detection, the CSMA protocol was implemcnted in a

coaxial cable network, the Ethernet, at the Xerox Palo Alto Research Center [Metcalfe &

loggs 76. Crane & Taft 801. In this variant of the CSMA protocol, carrier sense multiple

access with collision detection (CSMA/CD), stations monitor the channel Ibr collisions

while transmitting. In the event of a collision, transmission is aborted thus reducing the

wastlge o1" bMdwidLh. [he IFilhernet was uscd succcssl'ully by a large commimilty o sers

at a number or interconnected sites [Shoch & Hupp 80]. This led to the introduction of a

commercial version of the Ethernet operating at 10 Mb/s [Ethernet 80] and, recently, to

the adoption of CSMA/CD as an standard. IEEE 802.3. for local interconnection [IEEE

85a]. The IEEE 802.3 standard and the 10 Mb/s Ethernet are very similar implemen-

tations and hereafter we use the term Ethernet to relfer to both.
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In recent years. large numbers of local area networks, in particular. Ethemets. have

been installed. The availability of these networks has made possible experimental

performance evaluation both tinder normal traffic conditions and under artificially

generated traffic loads. Measurements on networks with about 100 stations indicated that

the average traffic under normal use was less than 100 kb/s [Shoch & Hupp 80, Kume 85].

Even during the busiest 1 second, the traffic was less than 1 Mb/s, well below the typical.

bandwidths of 10 Mb/s currently in use in local area networks. With the proliferation of

networks, however, installations have much larger numbers of stations and new traffic

types may have to be accommodated. These factors can cause traffic levels to rise to near

the network capacity. Hence accurate performance assessment is imperative.

Taxonomy

In an attempt to impose some order on the burgeoning proposals for local

interconnection, various taxonomies have been proposed. Early taxonomies were based

primarily on topology and included both local area and store-and-forward

networks [Anderson & Jensen 75, Shoch 79]. More recently, it was observed thai broadcast

networks with differing topologies may actually be very similar in behaviour ard could be

divided into 4 classes based on the access scheme [Tobagi 80]. In fixed assignment

schemes, each station transmits over a shared channel in a pre-determincd time-slot

(TDMA) or frequcncy-band(FDMA). In random acces: schemes, stations share a channel

without any pre-determined assignment. Stations may operate independently (e.g.

ALOHA), or may make decisions on when to transmit based on varying amounts of state

information from the channel (e.g. CSMA, P-CSMA). The third class is demand

assignment multiple access, or DAMA, schemes in which bandwidth is allocated in an

orderly fashion on demand. This class is subdivided depending on whether control is

distributed or centralized. The fourth class covers adaptive strategies in which the

protcxol varies with load, and hybrid schemes.

Recently, the DAMA class has been further sub-divided into 3 sub-classes based on

the nature of the access protocol [Fine & Tobagi 84]. In one sub-class, stations utilize a

separate channel or periodic time slots for reservations of the main channel, thus achieving

orderly access. In the second sub-class, stations delay transmission by differing times to
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allow others to gain control of the channel. The delay may be based on station location or

other factors and, again, enables orderly access to be achieved. In the last sub-class.

stations attempt to transmit at some time after they are ready, monitoring the channel

during transmission. In case of conflicts, all stations but one defer transmission. These

attempt-and-defer schemes can achieve high performance even at high bandwidths where

the performance of the other schemes is poor.

Digitized-Voice Networks

The past decade has seen a trend towards the digitization of voice telephony

motivated by the improved noise immunity of digital signals compared to analog signals

and the declining cost of digital circuitry [Gold 77]. This has sparked interest in the

feasibility of the sharing of communication networks by voice and computer traffic. Such

integration can yield economies from the sharing of physical resources, and can ease the

use of computer resources such as file servers for voice applications. Further, this can

facilitate the integration of voice into traditional data applications such as text editors and

electronic mail systems for enhanced functionality [Shoch 801. Assuming 64 kb/s

encoding, a 10 Mb/s network could accommodate no more than 10/0.064 = 156

simultaneously active voice terminals in the absence of data traffic and overhead. Thus,

the situation of low utilization of available bandwidth on existing local area network noted

above will not hold in the voice/data context. Owing to the differing characteristics and

requirements of voice and data traffic, performance evaluations of networks with data

traffic are inadequate fbr voice/data traffic. A need exists for a systematic evaluation of a

range of networks with voice/data traffic in order to understand the design trade-offs

involved. Alternative approaches being explored for integrated voice/data transmission

include (a) providing data access on telephone networks, (b) transmission of packetized

voice traffic over computer networks, and (c) hybrid schemes.

A number of papers have addressed issues of voice/data traffic on point-to-point links

and centralized switches (Arthurs & Stuck 79, Coviello & Vena 75, Fisher & Harris 761,

and metropolitan- and wide-area networks [Maxemchuk & Netravali 85, Weinstein &

Forgie 831. Others have dealt with economic aspects of voice/data networks [Gitman &

Frank 78] and general performance issues of voice traffic [Bially et. aL 80, Goel & Amer
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83, Gruber 81, Gruber & Le 83, Gruber & Strawczynski 85]. Further treatment of the

characteristics, requirement and performance measures of voice/data traffic is found in

Chapter 2. Prior work on the evaluation of local area networks with voice/data traffic is

covered in the next section.

1.2. Prior Work.

In this section we review relevant prior work. First, we review studies dealing with

data traffic on CSMA/CD. These include analytic modeling, simulation and measurement

efforts. Next, we review studies of the performance of broadcast bus local area networks

with voice/data traffic, dealing first with contention-based schemes such as CSMA/CD

and then with contention-free schemes.

CSMA/CD Performance

Several analytic studies of CSMA/CD performance with typical data traffic have

appeared.' Metcalfe & Boggs presented a simple formula for estimating the maximum

throughput of an Ethernet network [Metcalfe & Boggs 76]. Almes & Lazowska used

simulation to characterize the performance of a 3 Mb/s Ethernet and to study the effects

of variations in the retransmission algorithm [Almes & Lazowska 79]. Lam used a

single-server queueing model to obtain delay-throughput characteristics of CSMA/CD.
The technique of embedded Markov chains used to model the CSMA protocol [Kleinrock

& Tobagi 75, Tobagi & Kleinrock 77] was extended to CSMA/CD [Tobagi & Hunt

80, Shacham & Hunt 82]. A later study dealt with the effects of carrier detection time in

finite population CSMA/CD [Coyle & Liu 83]. Recently, an approximation technique

was used to study the perfbrmance of an infinite population of stations uniformly

distributed on a linear bus [Sohraby et. aL 841. Another approximation technique,

equilibrium point analysis, was used to model CSMA/CD with multiple buffers (Chapter

10 in [Tasaka 86]). These studies showed that the CSMA/CD protocol achieves high

throughput when the ratio of the propagation delay to the packet transmission time, a, is

small, less than about 0.1. For larger values of a, however, throughput drops significantly,

Some of thes are described in greater detail in Section 43.L
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e.g.. to 10% with a = 1. 'his occurs because a contention overhead on tile ordcr o" tie

propagation delay is incurred for each packet while stations learn of each other's

transmission attempts.

Few studies of the performance characteristics of actual networks have been reported.

Measurements on a 3 Mb/s experimental Ethernet with artificially-generated data traffic

with fixed packet lengths showed that high throughput was achieved with packet lengths

of 64 bytes of greater. Throughput dropped with shorter packets [Shoch & Hupp 801. In

1981-82 we extended these measurements to include delay characteristics and a bandwidth

of 10 Mb/s [Gonsalves 85]. At 10 Mb/s, high throughput was achieved with packet

lengths greater than 500 bytes, but throughput was found to drop to 25% with short

packets of 64 bytes. Delay was found to be little greater than the packet transmission time

for most of the packets. A few packets, however, suffered delays up to 2 orders of

magnitude greater. Our results are discussed further in Section 4.2. Toense described

limited measurements on a 1 Mb/s CSMA/CD network with 6 stations generating data

traffic [Toense 83], reporting high throughputs owing to the low value of a.

The work described hitherto has provided much knowledge about the behaviour of

the CSMA/CD protocol under various conditions. With regard to the Ethernet, the

differences between the analytic models and the implementation limit the applicability of

these models to the prediction of Ethernet performance. This has been shown by the

measurement studies cited above and is described in Section 4.3. The principal difficulty

in the analysis of the Ethernet is the nature of the back-off algorithm used to resolve

collisions between several packets. Other differences between the implementation and

models include the location and number of stations. While some of the analytic studies

address some of these issues, no one covers all. Thus, we are led to the use of simulation to

further study the behaviour of the Ethernet protocol, particularly at the limits of good

performance.
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Voice/Data Traffic

Here we review prior work on the behaviour of broadcast bus networks with

voice/data traffic. First, we cover random-access schemes and then DAMA schemes.

Nutt & Bayer simulated a 10 Mb/s Ethernet with integrated voice/data traffic,

examining the effect of minor variations in the retransmission algorithm [Nutt & Bayer

82]. Tobagi & Gonzalez-Cawley described a simulation study of voice traffic with various

encoding rates on 1 and 10 Mb/s CSMA/CD networks [Tobagi & Gonzalez-Cawley 82].

We measured the performance of a 3 Mb/s Ethernet with emulated voice traffic

(summarized in Section 4.5.1) [Gonsalves 83]. Musser et. aL compared the performance of

CSMA/CD and GBRAM [Liu eL at 81], a prioritized form of CSMA, at 1 and 10 Mb/s

with only voice traffic [Musser, eL aL 83]. DeTreville compared performance of the

Ethernet and Token Bus [IEEE 85b] at 10 Mb/s [DeTreville 84]. These studies

demonstrated the potential of CSMA/CD for integrated voice/data traffic under low to

moderate traffic conditions. The behaviour under heavy traffic was not well examined.

Several proposals have been made for prioritized variants of CSMA and some have

been evaluated with voice/data traffic, with voice assigned a higher priority than

data [Chlamtac & Eisinger 83, Chlamtac & Eisinger 85, lida et. aL 80, Johnson & O'Leary

81, Maxemchuk 82, Tobagi 80, Tobagi 82]. Most of these schemes retain the contention

mode of access, merely restricting the classes of stations that may contend during certain

periods to achieve priority. This works well when the high priority class forms a small

fraction of the total offered load. In the case of voice/data traffic, voice is expected to

comprise the bulk of traffic. Consider the situation when 95% of the traffic is voice and 5%

is data. Eliminating the 5% of data traffic via a priority mechanism will not increase the

total throughput if the remaining voice traffic continues to use contention access. In

particular, at high bandwidths and/or with short packets, when the efficiency of

contention access is poor, such a priority mechanism will not help much with the assumed

traffic mix. Two of these priority schemes do not suffer from this drawback. Chlamtac &

Elsinger propose allocation of alternate frames for voice and data [Chlamtac & Eisinger

85]. Within the voice frame, stations transmit in pre-allocated time-slots. Data traffic uses
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CSMA within the data frame. Several issues of synchronization and control are not

addressed. Maxemchuk presents an elegant scheme in which voice stations operate in

TDMA fashion while data stations contend for the remaining bandwidth [Maxemchuk 82].

Once a voice station obtains access, it is guaranteed access at periodic intervals. Thus the

scheme operates efficiently with fixed-rate voice encoding and a prototype has been

implemented [DeTreville & Sincoskie 831. The scheme limits the length of data packets,

thus leading to inefficiency in the case of bulk data transfers and is of limited utility in the

case of variable-rate encoding or if silence suppression (Section 2.2.1.1) is used to reduce

voice bandwidth requirements. The scheme also requires a long packet preamble and

hence efficiency drops at high bandwidths.

In addition to the studies listed above, some studies have dealt with voice/data traffic

on DAMA networks. Limb & Flamm present a simulation of a Fasnet [Limb & Flores 82]

with two 10 Mb/s unidirectional broadcast busses [Limb & Flamm 83]. The traffic is a

mix of 64 Kb/s voice channels, with silence suppression, and data packets. In the

round-robin Expressnet scheme, the integration of voice and data traffic is facilitated by

the use of alternating rounds for the two traffic types [Fratta e aL 81, Tobagi et. aL 831.

Fine & Tobagi obtained a simple analytic formula for performance of the Expressnet with

fixed-rate voice traffic and a fixed amount of data [Fine 85, Fine & Tobagi 85]. They

analysed the case with silence suppression but were not able to obtain numerical results

due to exponential growth of the state space. Hence, for this case they used simulation to

obtain results for bandwidths of 1, 10 and 100 Mb/s and voice delay constraints of L 10

and 100 ms with 64 Kb/s voice sources. It was found that increasing the delay constraint

from 1 to 10 ms yields a substantial increase in the voice capcity, i.e., the number of voice

sources that can be handled with acceptable quality. A further increase to 100 ms yields a

relatively small increase in the voice capacity. The use of silence suppression was found to

increase the voice capacity by a factor approximately equal to the ratio of mean talkspurt

length to silence duration. The principal limitation of this work is that the heavy traffic

assumption is made for data, with each data round being of a fixed length. Thus, the

effects of variation in data traffic on voice performance are not studied. Likewise, the

performance characterization of data traffic and the effects of voice on it are incomplete.
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In this survey of studies of voice/data traffic on local area networks, several points

emerge. Firstly, with few exceptions, each study focuses on a single network. Secondly,

the degree of detail varies widely, especially betweei. the analytic and simulation studies

but also between the different simulation studies. Further, the assumptions regarding

traffic characteristics and performance requirements differ. For example, -most studies

assume a single value for maximum allowable voice delay though this is a subjective

parameter and may have a much wider range depending on the application (Section

2.2.1.2). The value chosen ranges from 1 ms to 200 ms in the various studies. Fine &

Tobagi consider a range of 1-100 ms for the maximum voice delay for the Expressnet [Fine

& Tobagi 85]. Most of the studies, with the exception of Fine & Tobagi, do not consider

the use of silence suppression though this has the potential for doubling the number of

voice stations that can be accommodated. While much valuable work has been done, the

understanding of voice/data networks that emerges lacks in detail and is not comprehen-

sive. In a recent survey of multi-access protocols, Kurose et. aL were able to make

quantitative comparisons between some protocols with data traffic [Kurose et. aL 84].
With voice traffic, however, they were able only to make some general qualitative

statements based on results from the literature.

1.3. Contributions

This Work addresses two related aspects of local area network performance. The first

is the performance of the Ethernet protocol, CSMA/CD, under a wide range of

conditions, particularly under high loads. We present measurements on actual Ethernet

networks with artificially-generated data and voice traffic (Sections 4.2 and 4.5.1). These

demonstrate the potentials of the protocol and its limitations. The protocol is shown to

perform well with both data traffic and with emulated voice traffic, but at higher

bandwidths and/or under tight delay constraints, performance is poorer. The measure-

ments also show discrepancies between the predictions of prior studies [Metcalfe & Boggs

76, Lam 80, Tobagi & Hunt 801 of the CSMA/CD protocol and the performance of the

Ethernet implementation, with the measured perflrmance usually being poorer than the

predictions, especially at large a;
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Due to the limitations of measurement, we resort to simulation, validated with our

measurements, to extend the study of the Ethernet protocol as described below. We show

that the physical distribution of stations on the network affects individual station

performance. In symmetric configurations, stations near the centre of the network obtain

a higher than proportionate share of the hrndwidth than stations near the ends. In

asymmetric configurations, isolated stations are adversely affected (Section 4.4). Next, we

study the effects of parameters such as the number of buffers per station and the

retransmission algorithm, especially with large numbers of stations (Section 4.3). We show

that a simple modification to the retransmission algorithm enables high throughput, close

to that predicted by prior analysis, to be achieved even with large numbers of stations.

Finally, this study identifies the regions of applicability of analytical models of CSMA/CD

for the prediction of Ethernet performance. The simple model of Metcalfe & Boggs

[Metcalfe & Boggs 76] is found to be accurate for a < 0.1 while the analyses of Lam and

Tobagi & Hunt [Lam 80, Tobagi & Hunt 801 are accurate for a < 0.1 (Section 4.3.2).

The second focus of this research is the performance of broadcast bus local area

networks for integrated voice/data traffic. WP . ,ose a new scheme for packetization of

voice samples for transmission on broadcast bus networks. By the use of variable length

packets, this scheme provides high efficiency at high loads while maintaining low delays at

low loads. While several studies o[ 'cice/da, integration on local area networks have

appeared, the differing assumptions made and performance measures used render

comparisons with each other difficult. To overcome this, we formulate a network-

independent framework for evaluation of such networks in an integrated voice/data

context, identifying ranges of interest of various parameters. Owing to the inadequacies of

analytic techniques for integrated voice/data networks, we have developed a parametric

simulator for such networks and traffic (Chapter 3).

We present a systematic evaluation of representative broadcast bus networks with

voice traffic integrated via our variable-length scheme with data traffic. The networks

chosen span the range from proven random access schemes to experimental DAMA

schemes that operate efficiently at high bandwidths. Specific networks considered are the
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Ethernet (IEEE 802.3 standard) and two round-robin schemes, the Token Bus (IEEE 802.4

standard) and Expressnet. We show that deterministic schemes have better performance

than random access almost always. Comparison of the performanc of the two

round-robin schemes highlights the importance of low scheduling overhead, especially at

high bandwidths. The trade-offs between two priority mechanisms for round-robin

schemes are identified. Numerical results are obtained over wide ranges of key network

parameters. Thus, interpolation may be used to obtain approximate performance over a

large volume of the design space.

1.4. Overview

In Chapter 2, we discuss the characteristics and requirements of voice and data traffic.

This results in the formulation of a consistent set of parameters and performance measures

for the evaluation of voice/data networks. In Section 2.2.1.3 we describe our proposed

voice packetization protocol. Next, the evaluation methods are discussed in Chapter 3

with particular reference to the networks and traffic types of interest. Chapter 4 contains a

characterization of the performance of the Ethernet protocol under diverse conditions.

Considering data traffic, we describe a measurement study in Section 4.2. This is extended

via simulation to regions in which analytic techniques are inadequate in Section 4.3 and to

a consideration of the effects of the physical locations of stations in Section 4.4.

Next, the characteristics of three local area networks with integrated voice/data traffic

are described in Section 4.5 (Ethernet), and Chapters 5 and 6 (Token Bus and Expressnet

respectively). The emphasis is on aspects specific to particular networks, including the

empirical optimization of the parameters of our voice packetization protocol. In Chapter 7
we compare the performance of the three networks with voice/data traffic. Chapter 8

contains a summary of the thesis and conclusions. A summary of notation and details of

the simulation methods used, including the program structure and validation, are in the

Appendices.
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Chapter 2
Frameworkfor Evaluation

To facilitate the comparative study of differing local area networks with integrated

voice/data traffic, we formulate a network-independent framework for evaluation. This

framework consists of a description of the traffic model and a set of performance metrics.

These can be applied to any given network and access protocol as indicated in Figure 2-1.
Note that for each network there may be additional metrics of interest, for example.

collision counts in CSMA networks. In the remainder of this chapter we discuss the
nature of the traffic model and performance metrics and list the values or ranges chosen

for various parameters for our evaluation. We also describe the traffic generation

processes used and introduce our proposed protocol for voice packetization.

2.1. System Model

The system considered consists of a number of stations interconnected by a network

(Figure 2-2). Such a network typically spans a campus or an office building.

interconnecting a mix of workstations and voice terminals in individual offices, printing.

file and other servers, and time-shared computers. The network may also have one or
more gateways to other computer communication networks and to the public telephone

network.

The network is characterizcd by the channel bandwidth. C, the topology and the
distance spanned. Bandwidths of up to 10 Mb/s are common in operational networks.

with experimental networks having bandwidths of 100 Mb/s. Common topologies are

linear bus, tree, star and ring topologies. The measure of distance depends on the

topology. For a linear bus and a ring. the distance, d. is the length of the transmission
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Figure 2-1: A franiework rtr network evaluation

medium and typically ranges between 0.5 - 10 kn. For the star and tree topologies a

ncasure of distance is the length of the longest path between any pair of nodes. In the
case of unbalanced topologies, the distribution of stations must also be taken into account.
in this work we restrict our attention to the linear bus topology and. to a lesser extcnt. to

Ihe star topology.

A voice terminal is considered to be a telephone with digital output. The terminal

may be connected to the network via a workstation, sharing the network interface unit of
the workstation or it may have its own network interface unit [Shoch 80]. Regardless of
the means of connection to the network, the terminal may utilize the power of the
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Figure 2-2: A broadcast bus local area network

workstation to provide added functionality, or it may incorporate a dedicated processor

and memory [Swinchart. Stewart & Omstein 831. In our evaluation, we assume that voice

and data stations have individual network interlace units and that each station generates

only one type of traffic.

2.2. Traffic Model

In this section we describe a traffic model for integrated voice/data networks. For the

two types of traffic, voice and data, we describe the characteristics of the traffic and discuss

the requirements for acceptable perlbrmance. The generation of traffic with specified

characteristics is also considered.

2.2.1. Voice Traffic

Voice trallic is assumed to arise Fromn two- or mulli-way conve..ilions. Traflic

generated by other real-time applications such ws the monitoring of remote sensors may

have similar characteristics. Note that we do not include here traffic between a person and

a voice file-server since, with adequate buffering, such traffic can be modelled ms data

traffic.
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2.2.1.1. Characteristics

The analog speech signal is converted in digital form in the voice station using some

coding technique. The coder rate. V, depends on the technique used and may be either

fixed or variable. Coding schemes based sol:ly on the magnitude of the speech signal and

its rate of change with time include PCM, DPCM, ADM, ADPCM and typically have

constant rates in the range 8-64 Kb/s. These schemes can be used with any analog signal.

Lower rate coders are based on the structure of speech and are often referred to as

vocoders. These have constant or variable data rates as low as 1 Kb/s. Existing and

proposed standards for digital telephony specify PCM coding with rates of 32 and 64

Kb/s [Bellamy 82]. We consider only 64 Kb/s.

A voice signal consists of alternating segments of speech and silence. The speech

segments, or talkspurts. correspond to utterance of a syllable, word, or phrase. The silence

segments occur due to pauses between talkspurts. During a two-way voice conversation

each speaker alternates between talking and listening, causing additional silence segments.

A statistical analysis of 16 conversations showed that each speaker spends about 40-50% of

the time talking [Brady 681. During a conversation, the following states occur for the

specified percentages of the total conversation:

One speaker talking: 64-73%
Both speakers talking: 3-7%

Both speakers silent: 33-20%

The ranges above result from varying the threshold used to distinguish silence from

speech. Talkspurts of each speaker were found to have mean durations on the order of 1 s

while silent intervals were about 50% longer. In both cases, standard deviation was about

half the mean.

I'lic talkspurt/silcnce characteristic.s o1" voice may be exploited to achieve increased

utilization of channel bandwidth by transmitting the voice signal only during talkspurts.

This technique of silence suppression is referred to as time assignment speech interpolation

(TASI) when used to multiplex several analog voice signals on a limited number of

circuits [Builington & Fraser 59]. TASI was developed to maximize the use of

trans-Atlantic cables capable of carrying only a few dozen simultaneous circuits.
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The operation of a voice terminal can be modelled by a 3-state finite-state machine

(Figure 2-3). When no call is in progress, the terminal is in the inactive state. During a

call, the terminal alternates between two active states, talk and silent. as described above.

At the end of the call, the terminal returns to the inactive state. While talkspurt and silent

interval durations are on the order of 1 s, the duration of a call is typically 2 orders of

magnitude greater. Thus, the talkspurt transitions and the call on/off transitions may be

modelled as separable phenomena. This issue is discussed in some detail by Bially et.

al[Bially et. al. 801. In our evaluations we assume that all terminals are always active.

Based on earlier work [Brady 68], we assume that the times spent in the talk and idle states

arc uniformly distributed random variables with means 1.2 s and 1.8 s respectively.

Inactive

Siart of End of call
call

End Start
of call of \call

Talk End of syllable. etc. Sln

StatL ol'syllablc, etc.

Figure 2-3: State D)iagranm of a Voice Terminal
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L2.1.2. Requirements

The principal requirement for voice traffic is bounded delay. Voice samples that are

not delivered to the receiver within some period, Dmax , must be discarded. Subject to this

constraint, variability of delay is usually acceptable as it can be compensated for by

buffering. Typical values for Dx depend on the application. For conversations between

two local stations, delays of 100-200 ms can be tolerated. For conversations that traverse a

public telephone network with a local area network at one or both ends, the delay on each

local network should be limited to a smaller value, eg. 10-20 ms, so that the total delay is

within acceptable limits. If the delay over the local area network is limited to about 2 ms.

the local area network will be indistinguishable from a digital PBX.

Due to congestion. delay in a packet-voice system may exceed D,,=. In such a case,

samples that have suffered excessive delay may be discarded resulting in a loss of some

fraction. q, of voice samples. Owing to the redundancy of speech. low values of loss may

not be perceptible to the listener. Studies have shown that losses of up to 1-2% are

acceptable [Gruber & Le 83). The limit depends on the voice coding algorithm used as

well as the nature of the loss. If the discarded segments, or clips. are below about 50 ms.

the loss appears to the listener as background noise [Campanella 76]. If the discarded

segments are larger. syllables or even words may be lost resulting in greater annoyance.

For a given loss level, the acceptability of the reconstructed speech decreases as the mean

length of the clips increases. Alternatively, to obtain the same quality, greater loss can be

tolerated with shorter clips than with longer ones [Gruber & Strawczynski 851. The

annoyance can be reduced by having the receiver replay the latest voice sample received

rather than inserting silences [Musser, et. aL 831.

2.2.1.3. A Voice Packetization Protocol

In a packet-voice system mples must lirst be bul'lired at the transmitter to Ibrin a

packet which is then transmitted. Thus, delay has two components, the packetization

delay and the network delay. The use of shorter packets is desirable to reduce the

packetization delay while the use of longer packets is likely to increase utilization of

network bandwidth. We propose a variable-length packet protocol that achieves low delay
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at low network loads and higher efficiency at high loads [Gonsalves 82. Gonsalves 831.2

The operation of the protocol is as follows. Each voice station has a first-in First-out
(FIFO) packet buffer of some length. Pmax" in which generated samples are accumulated.

When the length of the packet in the buffer reaches a minimum, Pmin" the station attempts

to transmit the packet over the network. While the station is trying to gain control of the.

network, the packet continues to grow as new samples are generated. When the access

attempt is successful, the entire contents of the buffer are transmitted in a single packet.

Thus the length of the voice packets varies with time as traffic intensity varies.

While the packet is being transmitted at the channel transmission speed. C bps, it

continues to grow at the rate V bps. Thus. in the absence of contention, the length of the

shortest packet. P', is greater than Pin" During the time taken to transmit P bytes the

packet grows by (1/Ox V bytes. Thus. we have:
P 1 = Pmin" (/[/C)x V

i.e.I= PMn/( 1 - V/C)

The delay is defined to be the time from the generation of the first sample to the

successful transmission of the entire packet. The propagation delay over the network is

negligible for the cases that we study. The minimum delay is a function of P. Drmin= IY/V

In order to ensure that the delay is bounded, the packet buffer is limited in size to the

maximum packet length. P,.. If. due to contention, the station cannot transmit the

packet before its length reaches P;.. the buffer is managcd as a FIFO queue, with the

oldest sample being discarded when a new one is generated. Thus. we have the maximum

delay D.a. = Pa / V.

To summarize, each station accumulates voice samples at V bps until it has a packet of
length Pmin The optimum value of Pn is dependant on the protocol and parameters

2A similar apprrich was reported in a simulation study of the Ethernet and Token Bus for voice
trasmission [I)cTrcville 84].
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such as Pmax It then attempts to transmit. continuing to build the packet until it is
successfully transmitted. A maximum. 'max is imposed on the packet length to bound the

delay to Dmax. However, this can cause loss of samples due to network congestion. At low

loads. packe s are short leading to delays little greater than Dmin . At high loads, packets

are 'ong. improving utilization due to amortization of the protocol overhead per packet

over a large number of voice samples. In addition, in protocols such as CSMA/CD,

utilization is an increasing function of packet length.

2.2.2. Data Traffic

Data traffic is assumed to arise from computer communication applications. These

include interactive applications such as remote logins and transaction processing.

Non-interactive or bulk traffic arises from applications such as file transfers and electronic

mail.

2.2.2. 1. Characteristics

Data traffic is typically bursty in nature, i.e., a station alternates between periods of

high network activity separated by relatively long periods during which it generates few

packets. The traffic may be characterized by the packet arrival process and the packet

length distribution.

The packet length distribution is a function of the application environment and the

protocols used and may be expected to vary widely. In an experimental study of normal

traffic on an operational Ethernet interconnecting over 100 workstations and several

servers in the Computer Systems Laboratory at the Xerox Palo Alto Research Center, the

distribution of packet lengths was found to be bimodal [Shoch & Hupp 80]. The shorter

packets, of length about 32 bytes, consisted almost entirely of protocol overhead with a

hizw bytes of data. Such packets are generated by intcractive applications and protocol

control functions. The longer packets, of length between 512 and 576 bytes, resulted from

bulk data transfer applications with the packet length being the maximum allowed by the

protocol. The ratio of the number of short packets to the number of long packets was such

that the short packets comprise about 15-30% of the total data bytes. The numbers quoted
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here are specific to a particular application environment and protocol. However. the

bimodal distribution and the abundance of short relative to the number of long packets is

expected to be more general. We denote the packet length by P, and the mean packet

transmission time by T = I1/C.p

The packet arrival process depends not only on the application but also on the

protocol implementation and network interface unit in the station. We assume that the

network interface unit has a transmission buffer in which the packet is stored while the

transmission attempt is being made. There may be additional buffers to queue packets.

The total number of buffers in a network interface unit is denoted by B.

Two modes of behaviour may be identified, non-feedback and feedback. In the

former, packet arrivals are independent of one another. This mode is approximated in a

multi-tasking system with several independent tasks may be generating packets concur-

rently. If one task is blockecd because it is waiting for a free packet buffer, other tasks may

run and also gener"' .-kcts. Thus. the arrival of packets to the network interface unit is
less dependent ._r' :.e current state of the buffers. Note that the non-feedback mode may

also occur it, applications where packets are broadcast periodically with some information

such as the time or the status of some instrument. In these cases, packets are simply

discarded when the buffer is full. In contrast, in the feedback mode. the generation of a
new packet starts only when the previous one has been transmitted.3 Thus. if the buffers

arc full, the station must wait until a packet has been transmitted before it can generate

another packet. This mode of operation is likely to occur in single-tasking systems and
with interactive applications.

A simple model of the non-feedback mode is shown in Figure 2-4. The operation of

the access protocol in each station is modelled by a network server. This server includes

the transmission buffer of each network intcrlace unit. The queue of this server is thus

physically distributed. Its service rate and discipline are functions of the protocol. The

3The feedback mode usually ariscs when there is only one packet bufFer. For the sake of completeness. we
generalize our delinition IC) the mulliplc-bulTer cse.
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service rate is also, in general. a function of the number of packets in the queue. In some

protocols, all packets eventually receive service and contribute to the throughput. qi.

Packets may also be discarded after sone time in the network server due to congestion and

do not contri.bute to q. In this case, the network server, may be represented by two stages,

Net Server A and Net Server B. The Former corresponds to the service until access is

obtained or until the packet is discarded, and the latter corresponds to successful

transmission of the packet. Packets arrive at the ith network interface unit at the rate 1/8

If the buffers are full, packets are discarded. Note that while the ith network interface unit

has E, buffers, only Bi - I are shown in the model of the network interface unit, the

remaining one, the transmission buffer, being in the central network server.

* [.ostdue to bufTers full
_/_l _ _ > )iscardcd due to protocol

NIU
• Network Server

1 1 .-1 uffers --- ------- -

0- 111 B r->

I I

/O N
>

Figure 2-4: Packet Arrival Process: Non-Fccd back mode.
/I. lulelcrs in station i. I < i:5 N.

We define offered load, G, of a station i to be the rate at which traffic enters the
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network from N Ui if the network server had infinite capacity.4 There is no blocking and

throughput is equal to the offered load. The offered load of all N stations, is defined to

be:

G = 1 G (2.1)

G is thus the mean service rate of the Norton equivalent server of the model excluding the

network server [Chandy et. aL 75]. G is clearly equal to 1/8 i packets/second. For

convenience, we represent G as a percentage of channel capacity, C. Each packet

contributes on the average Pd bytes of useful data. The transmission time of this is T =

P/C. Thus, we have:

G,.=T /8x00% (2.2)

Packet delay, D, is defined to be the time from when the packet first enters the network

interface unit to the time at which it leaves the network server. There are two components

to delay: the time spent queued in the Bfl buffers in the network interface unit and the

time spent queueing for and receiving service at the network. The latter is often referred

to as congestion delay or service time, while the former is classical queueing delay.

'The feedback mode is modelled with a closed queueing network (Figure 2-5). Station

i has Bijobs in class i. After a class ijob receives service at the network, it enters station

server i. This server corresponds to the various levels of software which generate packets

and has service rate 1/8, During periods of network congestion. all the jobs of a station

may be in the NIU and network server, and the station server is idle.

Offered load, throughput and delay are defined as in the non-feedback case.

4This usage of G differs from the conventional usage to denote the channel offered traffic in infinite
population analyses [Klcinrock 761. In the latter. G dcnotes the rate at which packets, new or previously
collided.are scheduled for transmission on the channel.
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Figure 2-5: Packet Arrival Process: Fecdback mode.

8 buffers and i jobs in station i. I :s i:5 N.

2.2.2.2. Requirements

Data traffic requirements vary with the application. Delays of several seconds are

often acceptable in cases sLch as bulk ile transfers and electronic mail. Some interactive

traflic also can tolerate such delays. When the network is used iO login to a remote system.

the delay requirement is dcpcndant on whether character echoing is performed remotely

or locally. In the former, average packet delay should not exceed about 100 ils. the time

taken for a Iast typist to type one character. If echoing is done locally, higher delays can-

be accepted. In some systems, characters are echoed and buffered locally, with

transmission to the remote system occurring only when one or more lines have been

accumulated. Here, the delay rcquirements are much less stringent. Variability of delay is

again usually acceptable except in cases of remote echoing.

Reliability of transl'cr is important only from a performance point of view for most

higher level protocols as these protocols implement measures to ensure reliable data
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transfer [Saltzer. Reed & Clark 841. However, in protocols such as in the V operating

system. high reliability is crucial to performance as the V communication protocols are

based on the assumption of a highly reliable, high speed local area network [Cheriton 831.

For bulk data transfers, some minimum average throughput is desirable in order to limit

end-to-end delay.

2.2.2.3. Generation

Traffic patterns on local area networks during normal usage have not been thoroughly

characterized and may be expected to vary widely between installations. Thus the choice

of traffic parameter values in an evaluation is of secondary importance compared to the

consistent use of the same set of parameters for all networks and experiments. In most of

th- simulation experiments, the aggregate offered data traffic, 6'. is assumed to be some

multiple of a standard data load. The standard data load is here defined such that Gd =

5% of 10 Mb/s. Thus, 2 standard loads correspond to Gd = 10%. and so on. 10 Mb/s was

chosen as the baseline s this is the lowest channel capacity likely to be of interest given

data rates of 32 - 64 Kb/s per voice station. For higher capacity networks we use multiples

of the standard to achieve the desired data traffic loading.

Based on the measurements cited in Section 2.2.2.1. we use the bimodal distribution

for packet length with values of 50 and 1000 bytes for inieractive and bulk packets

respectively. These values do not correspond to any particular protocol but are

representative of several [Boggs et. aL 80, Ethernet 801. For our standard, we assume that

20% of the data bytes are carried in 50-byte packets. with the remaining 80% being in

1000-byte packets.

In order to generate 100 Kb/s (20% of 5% of 10 Mb/s) of interactive traffic, we can use
several scts of values IIr the number of stations. N. and their offcred load G. ILikcwise. to

generate 400 Kb/s ol" bulk traffic we can chose sets of values fbr Nb and Gb. It seems

reasonable to assume that typically N. is larger than N We use N .N :: 2:1. The larger

the value chosen for N , the larger will be the corresponding value of 0 (from Equations

(2.1) and (2.2)). In order to obtain statistically significant results, 0 must be much smaller

than the simulation run time. Hence we chose the smallest possible values for N and Nb,
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i.e. 2 and 1 respectively. These yield values of 6 of about 20 and 10 ms. The stations

operate in the non-feedback mode. To achieve a load of n standard loads, we use 2n

interactive stations and n bulk stations.

2.3. Performance measures

For connection-based traffic such as voice, three phases can be identified: the access

phase, the information transfer phase, and the disengagement phase [Gruber & Le 83].

During the access phase an attempt is made to setup a circuit, physical or virtual, between

the two ends. If the connection is successfully established, information transfer can take
place. Thereafter. the connection must be broken. Several performance measures of

interest are associated with each of the phases. For example. during the access phase,

measures of interest include the access time, the probability of incorrect access, and the

probability of access denial. A treatment of these issues is given by Gruber & Le. cited

above. In this work, we are concerned primarily with performance during the information

transfer phase. Note that in the case of datagram-based data traffic this is the only phase.

2.3.1. System

The primary performance measure for the system is utilization of the channel

bandwidth under various traffic conditions. It is desirable to maximize utilization as

system cost increases with bandwidth because higher speed circuitry is more expensive

than lower speed circuitry. The cost of the cable is less strongly dependant on bandwidth.

A given network usually has additional metrics of interest. In the case of the Ethernet,

the distribution of the number of collisions suffered by a packet and the fraction of

packets discarded due to excessive collisions yield insights into the performance of the

back-off algorithm. Ii prioriti/cd protocols, such as the l'okcn Bus and Expressncl. the

efficiency of the priority mechanism is of importance. These issues are discussed further

in Chapters 4, 5 and 6.
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2.3.2. Voice

The primary voice performance measure is the fraction of samples lost. (p. Given

constraints on the maximum acceptable loss, (p. and maximum acceptable delay, Dmax. we

denote by N (P. ,)-ax) the maximum number of voice stations that can be simultaneously
V

accommodate'x In the interests of clarity, we drop one or both of the superscripts when

the value is clear from the context. V',max) is also a function of other parameters such as
V

G, To the user, delay is unimportant as long as it is below the threshold of acceptability.

Once this threshold is exceeded, delay becomes important. To the system designer, delay

is important even below the threshold. Depending on the way in which delay increases

with increasing system load, the designer may be able to mitigate the effects by suitable

buffering and playback schemes at the receiver. Such schemes may also be necessary to

compensate for large variance in delay. We restrict our attention to the behaviour of the

transmitter.

2.3.3. Data

Data traffic performance measures of importance are average throughput and delay.

Variance of delay is of importance for some applications. In such cases, delay histograms

and percentiles can be useful. In computing qd we usually lump both interactive and bulk

data traffic together. For delay we distinguish between the two types since it is not

necessarily meaningful to average over either the number of packets or the number of

bytes.

2.4. Summary of Parameter Values

This section contains a summary of the parameters used to represent a system in our

cvaluations. For each paramleter, a range or a single value is specified. Thcse are based on

typical cases, fundamental limitations, and existing or proposed standards as discussed in

the preceding Sections.
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2.4.1. System Parameters

The system parameters used are summarized in Table 2-1.

Network Parameters:

Length, d 1, 5 km
Bandwidth, C 10, 100 Mb/s

Signal propagation delay 0.005 jLs/m
Topology Linear bus

Access Protocol CSMA/CD, Token Bus,
Expressnet

Station Parameters.

Packet overhead, Po 10 bytes
Packet preamble, P 64 bits

Packet buffer 1
Carrier detection time, tcd 10 bit transmission times, i.e..

1.0 is at C = 10 Mb/s
0.1 Is at C = 100 Mb/s

Inter-framc gap, t.ga 100 bit transmission times, i.e.,
(Ethernet. Token BuZ' 10.0 /s at C = 10 Mb/s

1.0 ps at C = 100 Mb/s

Table 2-I: System Paruneters: Values Used

2.4.2. Voice Traffic Parameters

The parameters used for each voice station are shown in Table 2-2. The value of Dmi n

is empirically optimized for each protocol (Chapters 4, 5 and 6).
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Voice Traffic Parameters:

Encoding rate. V 64 Kb/s (constant)
Maximum delay. Dmax  2. 20. 200 ms
Minimum delay, Dmi, < Dmax (protocol-dependent)

Silence suppression yes, no
Mean talkspurt length, t, 1.2 s (uniformly distributed)

Mean silence length, ts  1.8 s (uniformly distributed)

Table 2-2: Voice Traffic Parameters: Values Used

2.4.3. Data Traffic Parameters

The parameters used for data traffic are summarized in Table 2-3. The packet length

and arrival parameters shown are used to generate I standard loadof Gd = 0.5 Mb/s using

3 stations. Multiples of the standard load are generated by increasing the number of

stations approprately.

Data Traffic Parameters:

Gd  0-50% of network bandwidth. C
Packet length. P Interactive: 50 bytes (constant)

Bulk: 1000 bytes (constant)
Fraction of bulk traffic 80% of Gd (by volume)

Fraction of interactive traffic 20% of Gd (by volume)
Standard Data Load 0.5 Mb/s

0 Interactive: 7.9 ms (uniform)
Bulk: 19.2 ms (uniform)

Table 2-3: Data Traffic Parameters: Values Used
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2.5. Summary

We have discussed the characteristics, requirements and performance measures typical

of local area networks, computer communication traffic and packetiLed voice telephony.

This has led to the fbrmulation of a network-independent framework for evaluation of

voice/data networks. Based on criteria such as measurements and standards, we have

selected values or ranges for various parameters for use in our evaluations. The variable

parameters are channel bandwidth and length, access protocol, the raio of data and voice

traffic, the maximum allowable voice delay and the use of silence suppression. Important

performance measures are system throughput. delay and throughput of data traffic, and

loss and the maximum number of voice stations under given constraints.
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Chapter 3
Evaluation Methodologies

Performance evaluation methodologies can be divided into three types: analytic

modelling, simulation and measurement. In analytic modelling, a mathematical model of

the system under study is constructed. This model is then solved to obtain equations for

the performance measures of interest.5 Analytic solutions are sometimes easily obtained

and allow study of various design alternatives. This can provide insights into the effects of
key parameters. For all but simple cases, simplifying assumptions are necessary for

tractability, thus resulting in possible inaccuracics. For complex systems, computationally

expensive iterative techniques may be necessary to obtain numerical results.

Simulation can be used to model a system to any desired degree of detail. There is a

trade-off between detail on the one hand and on the other, programming effort and
computer run time. The validity of the simulator is also an issue. The third technique.

measurement on actual systems can yield the most accurate performance assessment This

approach lacks Iexibility and may be expensive. The detail possible with simulation and

measurement may actually hinder understanding by masking important trends. Thus.

design of the model is important.

In the rest of this Chapter. we discuss the advantages and disadvantages of the three

techniques for the perforniance evaluation of local area networks within the context of the

framework developed in Chapter 2 and discuss the tchiniqucs used in our evaluations. For

the reader unfamiliar with the field, several books deal with performance evaluation
methodologies with applications to computer systems [Ferrari 78, Kleinrock 75, Kleinrock

5Wc follow customary umge of the term analytic to refer to all cases when numerical results are obtainable
by nicans other than simulatoI or measu rcnlenL
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76. Kobayashi 81]. A recent survey by Heidclberger & Lavenberg covers post-1970

developments in the field [Heidelberger & Lavenberg 84].

3.1. Analytic Techniques

We now discuss the applicability of analytic techniques for performance evaluation of

local area networks with voice/data traffic and then for the Ethernet network. As was

discussed in Section 1.2. several analytic studies have dealt with these topics, particularly

the latter, and have provided considerable knowledge in the area. There are, however,

limitations to the analytic method.

Several assumptions are necessary in analytic modelling for tractability. One of these

is that packet arrivals form a Poisson process. This is often valid for typical data traffic,

but does not match the nature of voice traffic well since voice samples are generated at a

constant rate. It also does not match well the arrivals of bulk data traffic, especially when

the number of stations is small. Thus, many of the useful analytic techniques cannot be

applied to voice traffic.

A network with round-robin scheduling carrying only voice traffic is deterministic if

silence suppression is not used and hence simple equations for performance can be

obtained. If silence suppression with randomly varying talkspurt durations is used,

however, the situation is more complex. In an analysis of voice traffic with silence

suppression on the Expressnet, the state space was found to grow exponentially and to be

impracticably large, on the order of 101'. for even unrealistically small systems [Fine &

Tobagi 851.

Analytic models of broadcast local area networks often require that operation be

slotted in time to reduce the complexity o" the analysis. All stations are assumed to be

synchronized and to start transmission only on slot boundaries. In the case of

asynchronous protocols such as CSMA and CSMA/CD, this leads to optimistic

predictions of performance. This also usually implies that station locations cannot be

taken into account since stations on a linear bus observe events at times dependant on the
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propagation delay between stations. These limitations can be overcome at the expense of

increased complexity in the analysis or by the use of approximation techniques. With the

former, obtaining numerical results may be difficult, with the latter, accuracy is an issue.

Considering the CSMA/CD protocol, one of the determinants of performance is the

algorithm used to determine the delay before a retransmission attempt upon detection of a.

collision. Analytic models typically assume that the an optimum algorithm is used such

that the probability of a retransmission in every slot is constant. i.e.. the time interval until

the retransmission attempt is geometrically distributed. The Ethernet implementation,

diverges from this model in several respects in an attempt to provide good performance at

low loads and stability at high loads. Firstly, the policy followed changes with the number

of collisions suffered by each packet to adapt to varying loads. Secondly, to limit delay,

packets are discarded after some maximum number of collisions (this is necessary in any

practical implementation). As we will show, these differences affect performance

significantly (Section 4.3.3).

The above shortcomings of analytic modeling with respect to the Etherndt protocol

and voice/data traffic can be overcome by the use of simulation and experimental

measurement. This serves to obtain accurate and realistic characterizations of perfor-

mance and to study aspects that cannot be modelled analytically. In the following

paragraphs. we discuss sonic details of the simulation and measurement techniques used in

our study.

3.2. Simulation

Validation of a simulator is important both to ensure that the model chosen is a

faithful representation of the system being modelled, a concern also in analytic modelling.

and to ensure that the program is frec olf signilicant errors. 'he use of sound

programming techniques and of careful and extensive testing served to increase our

confidence in the correctness of the program. For our Ethernet simulator, we validated

the simulation results with our measuremc,-,:s on actual systems. Good correlation was

obtained with residual differences being attributable to factors such as variable circuit
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delays that were only crudely modeled. For the other protocols, for which accurate

analytic models are available for certain cases, we validated the simulation with such

models. Details are presented in Appendix B.2 along with a description of the structure of

the program in Appendix B.1.

In a stochastic simulation, estimation of the accuracy of performance measures is

necessary [Kobayashi 811. The measure of accuracy used is the confidence interval at a

specified confidence level. In a broadcast local area network under moderate and heavy

loads. i.e., with a large number of stations and/or closely-spaced packet arrivals, the

regenerative method for obtaining confidence intervals is impractical. Regeneration

points are difficult to detect and may be expected to occur infrequently. We resort to the

method of sub-runs for obtaining confidence estimates. For each run. the simulator is run

for an initial transient period before any data are collected to allow the system to reach

steady state. The duration of the transient period is dependant on parameters such as the

bandwidth and maximum voice delay and is determined empirically. Values used range

from 1 s to 10 s. After the transient period, the simulator is run for n consecutive sub-runs

of duration t s each. Performance measures are obtained separately for each sub-run and

these are used to estimate confidence intervals. Simulation run times, nt, ranged between
5 and 100 s. depending on system parameters, with n ranging up to 10 sub-runs. These

times yielded 95% confidence intervals of less than 1% of the mcan for aggregate statistics

in most cases.

3.3. Measurement

Experiments on a broadcast local area network can be conveniently controlled from a

single station on the network. With appropriate software in the stations, it is possible to

find idle stations on the network and to load a test program into each from the

controller [Shoch & llupp 801. In the absence of such software it is necessary to load the

test program into each of the participating stations manually. The controller is then used to

set parameters describing the traffic pattern to be generated by the test programs. Next.

the test programs are started simultaneously by a message broadcast by the controller.

They generate traflic and record statistics for the duration of the run. To ensure complete
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overlap of the data collection periods in all stations, it is necessary to have the test

programs run for some period before and after the data collection period. At the end of

the run, the statistics are collected from the participating stations by the control program.

Empirical tests on the setup used for our Ethernet measurements indicated that there was

no significant variation in statistics for run times between 10 and 600 s. For most

experiments we use run times between 60 and 120 s.

3.4. Summary

A consideration of the nature of the problem of evaluation of local area networks

reveals several difficulties in the application of analytic techniques to voice traffic and to

the Ethernet protocol. This view is supported by the preponderance of simulation studies

of voice/data traffic in the literature (Section 1.2). Thus, while analytic models are used in

some instances, the techniques of choice for our study are measurement and simulation.

The former is especially important in the case of the Ethernet protocol which has several

aspects not amenable to analytical modeling. It thus serves both to accurately characterize

performance and to provide a means of validation of simulation models.
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Chapter 4
Ethernet

Recently, the Ethernet has come into widespread use for local interconnection.6 With

increasing usage, it is expected that networks will have to support large numbers of

stations and new traffic types. Hence. in this Chapter, we use experimental measurement

and simulation to obtain a detailed characterization of the performance of the Ethernet

protocol under varied conditions and traffic types. In Section 4.2, we present some results

of measurements on a 3 Mb/s experimental Ethernet and a 10 Mb/s Ethernet performed

at the Xerox Palo Alto Research Centers in 1981-82. These experiments show the

potentials and limitations of the protocol. By the use of measurement, we obtain measures

such as delay distributions that provide new insights into the behaviour of the protocol

under adverse conditions.

The Ethernet protocol. CSMA/CD, has been the subject of several analytic studies.

While the studies have resulted in improved understanding of several aspects of the

CSMA/CD scheme, certain aspects of the Ethernet implementation, in particular, the

retransmission algorithm, are not easily amenable to analytic modeling. Comparison of

the analytical predictions of CSMA/CD performance with our measurements show a

correspondence ranging from good to poor depending on parameter values. Given the

difficulty of altering parameters in operational networks, we resort to the use of a detailed

simulation model to improve our understanding of the protocol in regions in which

analysis fails. We show that a simple modification to the retransmission algorithm enables

higher throughputs to be achieved with large numbers of stations than the standard

6 We note that the Ehernct [Ethernet 801 and the IEEE 802.3 standard [IEEE 85a are very similar. We use
the emi Ethernet to refer to boIth.
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protocol (Section 4.3). Since the throughput of the modified algorithm is close to that
predicted by prior analysis using optimum assumptions, we conjecture that the modified

algorithm is near-optimal.

The performance of the Ethernet protocol is dependant on the propagation delay
between stations. Thus, it is expected that the distribution of stations on the network will

influence performance. In Section 4.4. we present a simulation study of the effects of
various distributions of stations on a linear bus Ethernet. The distributions include

balanced and unbalanced ones.

Finally, an important new traffic type considered for local area networks is packetized

voice. By the use of measurement, we show that real-time traffic can be successfully
carried on a 3 Mb/s Ethernet. These measurements were made on an experimental

Ethernet at the Xerox Palo Alto Research Center in 1981. We then extend this work via

simulation to integrated voice/data traffic at higher bandwidths using the evaluation

framework of Chapter 2 (Section 4.5).

4.1. The Ethernet Protocol

We now describe the Ethernet architecture and details of two specific implemen-

tations, with bandwidths of 3 and 10 Mb/s. for which we report experimental

mc:surcments. The description is limited to the features that are relevant to the
evaluation. Startup, maintenance and error-handling procedures are not described since
these are expected to be invoked infrequently in local area network environments. For

further details, the reader is referred to the literature [Metcalfe & Boggs 76, Ethernet

80, IEEE 85a].

4.1.1. The Ethernet Architecture

The access protocol used in the Ethernet is carrier sense multiple access with collision

detection (CSMA/CD). Carrier sense multiple-access (CSMA) is a distributed scheme
proposed to efficiently utilize a broadcast channel [Klcinrock & Tobagi 75]. In CSMA, a
host desiring to transmit a packet waits until the channel is idle. i.e., there is no carrier, and
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then starts transmission. If no other hosts decide to transmit during the time taken for the

first bit to propagate to the ends of the channel, the packet is successfully transmitted

(assuming that there are no errors due to noise). However, due to the finite propagation

delay, some other hosts may also sense the channel to be idle ,,d dCcide to transmit.

Thus, several packets may collide. To ensure reliable transmission, acknowledgements

must be generated by higher level protocols. Unacknowlerigocd packets must be

retransmitted after some timeout period for reliable data transfer.

In order to improve performance. the Ethemet protocol incorporates collision

detection into the basic CSMA scheme. To detect collisions, a transmitting host monitors

the channel while transmitting and aborts transmission if there is a collision. It then jams

the channel for a short period, 'jam ' to ensure that all other transmitting hosts also abort

transmission. Each host then schedules its packet for retransmission after a random

interval chosen according to some retransmission or back-off algorithm. The randomness

is essential to avoid repeated collisions between the same set of hosts. The retransmission

algorithm can affect such characteristics .:s the stability of the network under high loads,

delays suffered by packets and the fairness to contending stations. The incorporation of

retransmissions in the network interface in the Ethernet enable much faster response to

collisions than in CSMA where the retransmission depends on timeouts in higher level

software.

4.1.2. A 3 Mb/sEthernet Implementation

We summarize the relevant details of the 3 Mb/s Ethernet local network used in our

experiments. This network has been described in detail earlier [Crane & Taft 80, Metcalfe

& Boggs 76]. The network used in our experiments has a channel about 550 metres long

with baseband transmimion at 2.94 Mb/s. The propagation delay in the interface circuitry

is estimated to be about 0.25 js [IkBggs 821. Thc end-to-end propagation delay. T P, is thus

about 3 ps. The retransmission algorithm implemented in the Ethernet hosts (for the most

part, Alto minicomputers [Thacker, e al 82]) is an approximation to the binary

exponential back-off algorithm. In the binary exponential back-off algorithm, the mean

retransmission interval is doubled with each successive collision of the same packet. Thus,
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there can be an arbitrarily large delay before a packet is transmitted, even if the network is

not heavily loaded. To avoid this problem. the Ethernet hosts use a truncated binary

exponential back-off algorithm. Each host maintains an estimate o" the number of hosts

attempting to gain control of the network in its load register. This is initialised to Lero

when a packet is first scheduled for transmission. On each successive collision the

estimated load is doubled by shifting the load register 1 bit left and setting the low-order-

bit to 1. This estimated load is used to determine the retransmission interval as follows. A

random number. X. is generated by ANDing the contents of the load register with the

low-order 8 bits of the processor clock. Thus, X is approximately uniformly distributed

between 0 and 2"-1. where n is the number of successive collisions, and has a maximum

value of 255, which is the maximum number of hosts on the network. The retransmission

interval is then chosen to be X time units. The time unit should be no less than the

round-trip end-to-end propagation delay. It is chosen to be 38.08 pis for reasons of

convenience. After 16 successive collisions, the attempt to transmit the packet is

abandoned and a status of load overflow is returned for the benefit of higher level

software.

Thus. the truncated back-off algorithm differs from the binary exponential back-off

algorithm in two respects. Firstly, the retransmission interval is limited to 9.7 ms

(255x38.08 ps). Secondly, the host makes at most 16 attempts to transmit a packet.

4.1.3. A 10 Mb/sEthernet Implementation

The 10 Mb/s Ethcmet used is similar to the network described in the previous section

with a few exceptions. The channel consists of three 500-metre segments connected in.

series by two repeaters. The end-to-end propagation delay, including delay in the

electronics, is estimated to he about 15 iLs (see pg. 52 in [Ethcrnct 801). 'rhe truncated

binary exponential back-olT algorithm uses a time unit ol' 51.2 ps. The load estimate is

doubled aftcr each of the first 10 successive collisions. Thus the random numb,r, x, has a

maximum value of 1023. yielding a maximum retransmission interval of 53.4 ms. A

maximum of 16 transmission attempts are made for each packet.
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4.2. Data Traffic: Measured Performance

In this section we present the results of our experiments. First. we describe the

experimental set-up and procedures, and the traffic patterns used. Then we discuss the

performance of the 3- and 10-Mb/s Etherneis separately. Finally. we make some

comparisons between the two sets of experiments.

4.2.1. Experimental Environment

Experiments were setup and run using the procedure described in Section 3.3. We

note chat in the 3 Mb/s Ethernet experiments, the design of the operating system of the

stations, Alto minicomputers [Thacker, et. at 821, allowed us to run the entire experiment

from a single control station [Shoch & Hupp 80]. This included location of idle stations

and loading of the test programs over the network, On the 10 Mb/s Ethernet, however,

loading of the test programs was done manually in each station. The duration of each run

was 60 - 120 s. Our tests show that there is no significant variation in statistics for run

times from 10 to 600 s.

Measurements on the 3 Mb/s Ethernet [Shoch & Hupp 801 and our informal

observations of traffic on the 10 Mb/s Ethernet indicate that at night the normal load

rarely exceeds a small fraction of 1% of the network capacity. Thus, it is possible to

conduct controlled experiments with specific traffic patterns and loads on the networks

during the late night hours.

We ignore packets lost due to collisions that the transmitter cannot detect ( [Shoch 79].

p. 72) and due to noise since these errors have been shown to be very infrequent [Shoch &

Hupp 80]. That is. we assume that if a packet is successfully transmitted it is also

successfully received. Thus. all the participating stations in an expcriment are transmitters

of packets. In computing throughput. 1. we assume that the entire packet. except for a

6-byte header and checksum 7, is useful data. Thus, our results represent upper bounds on

performance since many actual applications will include additional protocol information

7We amume 4 bytes oFovcrhead in the casc of thc 10 Mb/s Ethernet
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in each packet. Packets whose transmission is abandoned due to too many collisions are

not included in the mean delay computations.

4.2.2. 3 Mb/s Experimental Ethernet

In this section we describe the measured performance characteristics of a 550 m, 3

Mb/s Ethernet. In all the experiments reported, the number of stations, N, was 32. Fixed

length packets were used with the inter-arrival times of packets at each station being

uniformly distributed random variables. Stations were operated in the feedback mode

with a single buffer (Section 2.2.2.1).

Throughput

Figure 4-1 shows the variation of total throughput. q. with total offered load, G. for P

- 64, 128 and 512 bytes. For G less than 80-90% virtually no collisions occur and q is

equal to G. Thereafter, packets begin to experience collisions and -q levels off to some

value directly related to P after reaching a peak. -qmax. For short packets. P = 64, this

maximum is about 80%. for longer packets, P = 512, it is above 95%. The network

remains stable even under conditions of heavy overload owing to the load-regulation of

the back-off algorithm. (These curves are similar to the ones obtained by Shoch and

Hupp [Shoch & Hupp 80]).

Delay

Figure 4-2 shows the delay-throughput performance for the same set of packet

lengths. In each case, for qj less than -qmax the delay is approximately equal to the packet

transmission time. i.e.. there is almost no contention delay for access to the network. As

the throughput approaches the maximum, the delay rises rapidly to several times the

packet transmission time owing to collisions and the associated back-offs.

Figure 4-3 shows the histograms of the cumulative delay distributions lbr low,

medium and high offered loads for P = 64. 128, 512 bytes. The delay bins are

logarithmic. The labels on the X-axis indicate the upper limit of each bin. The left-most

bin includes packets with delay _<0.57 ms, the next bin, packets with delay _< 1.18 ms. and

so on. The ordinate is the number of packets expressed as a percentage of all successfully
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transmitted packets. Table 4-1 gives the fraction of the total packets generated that were

successfully transmitted.

P, G. Successful Packets %
bytes % Total Packets

64 64 100.0
100 99.8
640 96.1

128 64 100.0
100 99.7
850 88.3

512 64 100.0
100 99.9
880 58.2

Table 4-1: 3 Mb/s Ethernet: Successfully transmitted packets as a
percentage of total packets

We see that for G = 64%, the delay of all packets is approximately the minimum. i.e..

there is little queueing for network access. Even with G = 100% most packets suffer

delays of less than 5 ins. Under heavy load conditions, however, only about 75% of the

packets have delays of less than 5 ms. with the remainder suffering delays of up to 80 ms.

Fai rness

To investigate the fairness of the protocol to contending stations, we examine-

variations in perfomiance metrics measured by individual stations with increase in G. In

Figure 4-4 we plot the normalized mean of the individual throtighpuLs vs. G lbr I' = 64

and 512 bytes. The vertical bars indicate the normalized standard deviation, i.e., the

coefficient of variation. Also shown are the maximum and minimum individual

throughputs. For low G, there is little variation in individual throughput. Under

overload, the variation increases but remains less than :10%.
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Figure 4-5 contains similar plots for the mean delay per packet measured by each

station. The variations with G are seen to be similar to those in Figure 4-4. Thus the

protocol appears to be fair to all contenders. (This has been noted in other

experiments [Shoch & Hupp 801). in Section 4.4 we show that the variations seen in

station metrics are not purely random but are dependant in part on the physical location of

the stations on the network. Further, the bias due to location is greater with larger a,

where a is the ratio of end-to-end propagation delay, TP, to the packet transmission time,

T .

The metrics show slightly higher variation for P = 512 than for P = 64 bytes. During

the successful transmission of a 512 byte packet a larger number of stations are likely to

queue for access to the network. Thus, at the end of the transmission all these stations will

attempt to transmit and will collide. The time for resolution of the collision is dependent

on the number of colliding stations and hence may be expected to be longer for P = 512

than for P = 64.

4.2.3. 10 Mb/s Ethernet

We now consider the performance of a 10 Mb/s Ethernet network. The results

presented were obtained using 30 - 38 transmitting stations.8 As in the 3 Mb/s case, fixed

length packets were used with the inter-arrival times of packets at each station being

unilormly distributed random variables. Stations were operated in the feedback mode

with a single buffer (Section 2.2.2.1).

Throughput

Figure 4-6 shows the throughput as a function of total offered load. G, for P ranging

from 64 to 5000 bytes. The shape of the curves is similar to the corresponding curves for

the 3 Mb/s I'thernct. I lowcver. 1a1imui1 throughput varies Rom 25% For P = 64 bytes

(the minimum allowed by the Ethernet specifications [Ethernet 80J). to 80% for P = 1500

bytes (the maximum allowed), to 94% for very long packets of 5000 bytes. We note that

for each curve, for G below the knee point, the throughput is approximately equal to G.

Even under conditions of heavy overload, the network remains stable.

&The number of stations for a given set of experiments. i.e.. for a single packet length, was constanL
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Delay

Figure 4-7 shows the delay-trioughput performance for the same set of packet

lengths. Again, the curves have similar shapes to the curves for the 3 Vlb/s network. For

G below the knee points, the delay is minimal, whilst above the knee points, it rises

sharply. The knees in this case are less pronounced, especially for larger P.

Figure 4-8 shows the histograms of the cumulative delay distributions for low,

medium and high offered loads for P = 64, 512 and 1500 bytes. Table 4-2 gives the

fraction of the total packets generated that were success1ully transmitted. For low loads,

delay is minimal for P = 512 and 1500 bytes. For P = 64. though, even at G = 19%

delays range up to OTp. At high loads. for all packet lengths, the majority of packets
p

suffer moderately increased delays, while a fraction suffer very high delays, up to 0.5s. for

P = 512 and 1500. about 75% or all packets suffer delays :5 lOT. For P = 64, 75% ofp

packets suffer delays _ 15T.

Fairness

We examine variations in performance metrics measured by individual stations with

increase in G. In Figure 4-9 and 4-10 we plot the normalized means of the individual

throughputs and delays respectively vs. G for P = 64 and 512 bytes. The vertical bars

indicate the normalized standard deviation, i.e., the coefficient of variation. Also shown

are the maximum and minimum individual throughputs.

The metrics show higher variation than in the 3 Mb/s case, in the rnge t35%. This

may be attributed to the larger retransmission periods in the 10 Mb/s Ethernet back-off

algorithm (see Sections 4.1.2 and 4.1.3). Also, the dependence on G is less marked.

Conlrary to the 3 Mb/s case, the variation is slightly lower here for1 the larger packets size.

The issue of fairness is considered I'urther in Section 4.4.
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P. G. Succcssfiu Packets %
bytes % Total Packets

64 19 100.0
38 100.0

1900 99.9

512 30 100.0
90 99.9

300 98.7

1500 30 100.0
90 99.7

300 93.3

Table 4-2: 10 Mb/s Ethernet: Successfully transmitted packets as a
fraction of total packets
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4.2.4. Comparison of the 3 and 10 Mb/sEthernets

In this section we examine the effect of the difference in bandwidth between the two

Ethernets on performance. The differences in some important parameters, such as

network length. in the two cases should be borne in mind.

Throughput

Figure 4-11 shows the throughput, q1, as a function of total offered load, G, for several

packet lengths for the 2 networks. For P = 64 bytes, the throughputs of the two networks

are almost equal. For longer packets, the 10 Mb/s network exhibits substantially higher

throughput. The throughput increases less than linearly with increase in bandwidth. This

is shown in Table 4-3 in which the ratio of the absolute throughput at 10 Mb/s to that at 3

Mb/s is given for several values of P.

P. bytes Ratio of throughputs

64 1.05
512 2.45

1500 2.90

Table 4-3: Increase in -q with increase in C from 3 to 10 Mb/s

Delay

Figure 4-12 shows mean packet delay as a function of total offered load, in Mb/s. for

the two networks and several values of P. The shapes of all the curves are similar: there is

a region of minimal delay at low G, then there is a rapid increase in delay to some

saturation value at high G. For low G. the delay is lower in the 10 Mb/s network than in

the 3 Mb/s one for a given P. However, in the region of overload, the 3 Mb/s network

cxhihiLs lower delay. [his is due to the more severe hack-oil' algorithm of' the 10 Mb/s

network (Sections 4.1.2 and 4.1.3). A comparison with analytical models from the

literature is deferred to Section 4.3.2.
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4.2.5. Discussion

We have used actual measurements on 3 and 10 Mb/s Ethemets with artificially-

generated traffic loads to characterize the performance of the protocol under a range of

conditions. These include various packet lengths and offered loads ranging from a small

fraction of network bandwidth to heavy overload. These experiments span the range from

the region of high performance of CSMA/CD networks to the limits at which

performance begins to degrade seriously. The former occurs when the packet transmission

time is large compared to the round-trip propagation delay. The latter occurs when the

two times are comparable in magnitude.

The 3 Mb/s Ethernet is found to achieve utilizations of 80 - 95% for the range of

packet lengths considered. 64 - 512 bytes. At a bandwidth of 10 Mb/s. with short packets.

e.g.. 64 bytes, T becomes comparable to r and hence the maximum throughput is low as

a percentage of bandwidth. With long packets, greater than 500 bytes in length, high

throughputs are achieved. Thus. packet lengths on the order of 64 bytes on a 10 Mb/s

network approach the limit of utility of the Ethernet protocol. This does not imply that

such short packets should not be used. A study of traffic on a typical local computer

network shows that approximately 20% of the total traffic is composed of short packets.

whilst the remainder of 80% consists of long packets [Shoch & Hupp 801. The 10 Mb/s

ihernet studied could support a high throughput with such a traffic mix although it

c.-nnot do so with only short packets. NOth versions of the protocol are Ibund to be stable

, nder overload. i.e.. throughput under overload tends to a saturation value that is equal to

cr marginally lower than the maximum throughput. Individual stations achieve similar.

ulough not identical, performance. The 10 Mb/s Ethernet exhibits somewhat higher

variation in individual station performance than the 3 Mb/s network.

For (;< 100%. i.e.. most practical situations. the delay is within a small multiple of the

packet transmission time. T. Under such conditions, the network could provide

satisfactory service to real-time traffic with delay constraints. However. at heavy load.

delays are as high as 80 ms and 500 ms in the 3 and 10 Mb/s networks respectively. The

majority of packets still suffer relatively minimal delays. While a station is incurring a
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back-off delay, it is not contending for network access. Thus, large delays effectively

reduce the instantaneous offered load and help maintain stability.

Thus, the Ethernet protocol is seen to be very suitable for local interconnection when

the packet length can be made sufficiently large and occasionally highly variable delays

can be tolerated. This matches the nature and requirements of most computer.

communication traffic. However, for real-time communications. such as digital voice

telephony, the utility of the Ethernet is more restricted. This is explored further in Section

4.5.

4.3. Data Traffic: Measurement, Simulation and Analysis

Since analytic models of the Ethernet are not available, we are interested to see

whether models of CSMA/CD from the literature may be used to predict Ethernet

performance. This investigation allows us to use the insights gained from such models for

the improvement of the Ethernet protocol. As a side-effect, we are able to determine the

regions of applicability of such models for the prediction of Ethernet performance. First,

the models are briefly described, with the differences from the Ethernet being emphasised.

Next. we present a comparison of the analytical predictions to our measured results. This

indicates several differences. especially in the region where performance begins to

degrade. i.e., when a = T IT is large and/or the number ofstations is large. We examine

in more detail, via simulation, Ethernet performance under these conditions. We show

that a simple modification to the back-off algorithm enables near-optimal throughput to

be maintained even with large numbers of stations.

4.3.1. The Analytical Models

While several analytic models of CSMA/Cl) have appeared (see Scction 1.2). we

choose three for further study here. Metcalfe & Boggs derived a simple Ibrmula for

prediction of the capacity of finite-population Ethernets [Metcalfe & Boggs 761. This is of

interest because of its simplicity and because it was presented along with the first

published description of the Ethernet implementation. Later. more sophisticated
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stochastic analyses of delay and throughput appeared. I.am used a single-server queueing

model to obtain fairly simple expressions for delay and throughput [Lam 801. Tobagi &
Hunt applied the method of embedded Markov chains [Kleinrock & Tobagi 75] to more

accurately model CSMA/CD [Tobagi. & Hunt 80]. This study obtained delay charac-

teristics even for the finite-population case but involves greater computational complexity.

These models differ from the Ethernet primarily in the retransmission strategy used upon

a collision. Other differences include the assumption of slotted operation and the

topology as noted below. For complete details of the analyses the reader is referred to the

papers cited above.

Metcalfe& Boggs, 1976

Metealfe & Boggs derive a simple formula for qmax with a finite population of

stations, N. and fixed packet length, P [Metcalfe & Boggs 761. It is attractive because of its

computational simplicity. The assumptions necessary to achieve this. however, differ from
the Ethernet implementation. The topology is assumed to be a balanced star, i.e.. every

pair of'stations is separated by the same distance (Figure 4-13). The channel is assumed to

be slotted in time. Packets arriving during a slot wait until the start of the next slot at
which time all ready stations simultaneously begin transmission. The slot duration is

chosen to at least 2 T so that any collision can be detected and transmission aborted withinp

one slot. This slotting lumps together two independent parameters. T-p and tfa m, the jam

time. This is especially poor if tam > Tp" Packet arrivals, both new and retransmissions, at

each station are assumed to be such that each staLton attempts to transmit with the
optimum probability of /N in each slot. The Ethernet implementation attempts to

approximate this behaviour. With N stations attempting to transmit, the probability of a

success. A. is the probability that exactly one chooses to transmit in the slot. Thus.

W=I -A
A

Thus. we have the elliciency,

P/C
.1=

I'/(+ W2TP

I + W.2r IT
p p

I + 2aW
where C is the channel bandwidth, T the packet transmission time and a = TIT .

p
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Tobagi & Hunt, 1980
[ obagi & Hunt First present a model for estimating the miaXimum11 throughput Of a

CSilv4A/CD network under the assumin1 of an inlinitc population1 [Vobagi & Hunt 80].

Trhe propagation delay between every pair of stations is assumed to be T i.e.. tile topology
is the balanced star. Trhe channel is assumned to be slotted in time. with slot dturat ion irP, to

permit thle formulation of a discrete-time model. In contrast to Metcalfe & Boggs. t.m is

not inciluded in the slot tinmc but, more accurately. is assumned to be independent

Retrainsmission dlelays are as.SUMCL to be arbitrarily large since the aim is to obtain the

mnaximutm throughput. l-lcncc tile arrival of' new and retransmitted lpackcts can be

Issu Mcd to be independent and to Form a Poisson process.

Next a delay-throughput analysis is presented for a finlite Population system.9 The-

retransmission delay after a collision is assumcd to be a geometrically distribtetd random

variable with riicant I/Pi. with constant P, indlcpcndenti of' tile packet transission in

question and the number oh collisions incurred so f1ar. F-or a given set of paramneters. the

optilitlii delay-throughput performnucc is obtained by plotting thle dclay-Lh roughpUt

9.Me analysis for tlie 0-persistent case is presented [Tohagi & I unt 801. This is extcnded to the I -persistent
ums by [Shadliin & I hint 821.
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curves for various values of p and taking their lower envelope. These optimum curves

have D increasing monotonically with -q. As /v becomes large. ij tends to an asymptotic

value and D becomes large. The asymptotic throughput is approached for a value of v

that decreases with N. It is shown there that for finite N, CSMA/CD exhibits a stable

behaviour even when the rescheduling delay has a constant mean. When this mean is

chosen optimally as a function of N, high throughput is achieved. As N-- c0. v -- 0. i.e.,.

retransmission delays become arbitrarily large. For sufficiently large populations, e.g.. 50

stations at a = 0.01. the asymptotic throughput approaches 'qmax derived in the infinite

population analysis, relatively insensitive to N. Thus, in the limit the throughput

predictions of the finite and infinite population analyses converge and so we use the

computationally simpler infinite population analysis to obtain -qmax for our comparisons.10

Lam, 1980

Lam uses a single-server queueing model to approximate the distributed protocol of

the Ethernet [Lam 80]. As such it is unable to capture many of the details of the protocol

though it is attractive as the expressions obtained are computationally simpler than those

of the more exact analysis described above. New packets are assumed to arrive from an
infinite population of users in a Poisson process. The balanced star topology is assumed.

As in the Metcalfe & Boggs model, the channel is assumed to be slotted with the slot

duration at least 2r . Here too the slot duration is assumed to be i. +2x- leading top jam P,

inaccuracy when 'jam>'rP T . The access protocol differs from the Ethernet in the behaviour

after a collision. The retransmission algorithm is assumed to be such that the probability

of a successful transmission in each slot is l/e. The mean number of slots from the end of

the first collision until the next successful transmission is geometrically distributed with

mean (e-l). This optimal retransmission algorithm requires that full knowledge of the state

of the system be instantaneously available at all stations. Owing to the constant

probability of a success.', the system is stable and dclay-throtghput curves are similar in

shape to the optimum curves obtained by 'Iobagi & HunL The asymptotic throughput.

is the value we use in the comparison.

10 An earlier analysis of CSMA considered dynmunic v to help minimize delay and maximize
capacity l'obagi & Kleinrock 771. For large N. it was Found that capacity did not excced that of the
corn.sponding inlhnit-population analysis.
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4.3.2. Measurement and Analysis: Comparison

We now compare the predictions of the models described in the previous Section to

our measurements (Section 4.2). First we consider the maximum throughput. From the

formula of M1etcalfe & Boggs we compute q with the number of hosts. N, equal to 32 to

correspond to our measurements (the predicted n does not vary much with N). We use

the infinite population analysis of Tobagi & Hunt to obtain q max from the formula for -i as

a function of G. Table 4-4 shows measured and computed values of maximum throughput

for various values of P for the 3 Mb/s Ethernet. -r P is estimated to be 3 j~s (see Section

4.1.2). Table 4-5 and 4-6 show corresponding sets of values for the 10 Mb/s Ethernet. The

measured values in Table ReRTabEthCfMeasAnalOMs) were obtained on a configuration

consisting of 750 m of cable with I repeater. The measured values in Table 4-6 were

obtained on the configuration described in Section 4.1.3. r is estimated at 11.75 and 15

/ s respectively. 1

P a Measured Metcalfe & Tobagi & Lam. 80
bytes Boggs, 80 Hunt, 80

64 0.016 82 87 80 80
128 0.008 89 93 89 89
512 0.002 97 98 97 97

Table 4-4: 3 Mb/s Ethernct: Maximum T'lhroughpuL %
.,P = 3jLs (550 m)

Ii
a is compttlcd using thc total packet length. including overhead. Throughputs shown are net. excluding

ovCrhIad.
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P a Measured Metcalfe & Tobagi & Lam, 80
bytes Boggs, 76 Hunt, 80

64 0.22 26 55 40 28
200 0.072 62 79 60 54
512 0.028 72 91 77 75

1500 0.0098 86 97 91 90
5000 0.0029 95 99 97 97

Table 4-5: 10 Mb/s Ethernet: Maximum Throughput. %)
TP = 11.75 [s (750 m + 1 repeater)

P a Measured Metcalfe & Tobagi & Lam. 80
bytes Boggs, 76 Hunt, 80

64 0.28 26 49 37 25
200 0.092 60 75 58 51
512 0.036 72 88 74 72

1500 0.012 85 96 89 89
5000 0.0037 94 99 96 96

10000 0.0019 97 99 98 98

Table 4-6: 10 Mb/s Ethernet: Maximum Throughput. %)

T = 15 ts(1500 m + 2 repeaters)

It is seen that the simple formula of Metcalfe & Boggs overestimates qmax" with the

error being small for a < 0.01 but as high as + 100% at large values of a. This may be

attributed to the assumption of an optimum retransmission policy. The assumption of

slotted operation is also expected to lead to higher predicted capacity. On the other hand,

the assumption that every pair of hosts is separated by r P would lower the predicted

throughput. but appears to be less signilicant than the otier ssumptions. Note that with

larger ja. the value of a at which the error becomes large would be lower because 'jam is

lumped into the slot duration.

The model of Tobagi & Hunt provides better estimates ofq for a <0.1. However. the
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correspondence is inconsistent, especially at large a. The primary difference between the

model and the Ethernet is the nature of the retransmission algorithm. The inconsistency

may be due to the accuracy of the estimation of o and to the opposing effects of two

assumptions: the optimistic slotted assumption and the pessimistic balanced star topology

assumption. Finally, the comparison of infinite population analysis to finite population

measurements may be misleading. These issues are addressed in Section 4.3.3.

Considering Lam's model, it is seen to provide fairly good estimates 'f throughput.

However, the correspondence is strongly dependant on the particular parameters under

which the measurements were conducted. As we will see in Section 4.3.3, the

correspondence is poor for other sets of parameters yielding the same value of a. This is

due to the approximations introduced in modelling CSMA/CD by a simple single-server

queueing model. We note that as in Metcalfe & Boggs' model the validity of Lam's model

is further limited by the lumping of tj m and p.

4.3.3. Further Exploration via Simulation

We use simulation, validated against the measurements presented earlier (see

Appendix B.2), to explore further the performance of the Ethernet in the regions in which

the analytic models are poor predictors. First. we consider the effects of the number of

stations. N. and the number of buffers per station. B. Next. based on the theoretical

predictions that for a given N stable behaviour can be achieved by using a fixed

retransmission delay, depcndant on N, we propose and study a modification to the

Ethernet algorithm [Tobagi & Kleinrock 77. Tobagi & Hunt 80]. Finally, we compare the

star and linear bus topologies. The understanding gained in these exercises enables us to.

determine the applicability of the analytical models to the prediction of Ethernet

performance.

The simulation parameters are chosen to resemble the 10 Mb/s Ethernet. The signal

propagation delay is assumed to be 0.005 jts/m. The end-to-end propagation delay, TP, is

assumed to be 10 ,is. This corresponds to a channel length. d. of 2000 m using a single

cable segment or to a lower value if repeaters are used. The star topology (Figure 4-13) is
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assumed, except where otherwise noted, to facilitate comparison with analysis. There are

N identical stations.

For each simulation, to allow transients to die down. no statistics are collected for the

initial 1 s. Thereafter, the simulation is run for 10 consecutive sub-runs, each of duration

1 s. This yields 95% confidence intervals on the order of 0.5% for aggregate statistics. In

cases with large initia! retransmission delays, longer run times are used.

We have seen that Ethernet performance is dependant on the parameter a = TIT ,

where T is the packet transmission time. Performance is high at low a and degrades as a
increases. We use a packet length of P = 40 bytes, resulting in a = 0.313. to stress the

network to its limits. Smaller values of a, corresponding to normal operating conditions.

are also studied. Fixed size packets are used throughout. To simplify calculations, packet

overhead is included in net throughput. Each station has B packet buffers. Inter-packet

arri :,1 times are exponentially distributed with mean 0. Packets arriving when the buffer

is full arc discarded. This is the non-feedback mode of operation described in Section

2.2.2. 1. Network interface unit para&,eters are: carrier and collision detection time. tcd =

1 t.s: inter-frame gap (minimum time between the end of one transmission and the start of

the next), tga = 1 Is: length of the jam signal on detection of a collision, t. = 5 t.s.

To describe the behaviour of throughput as offered load varies, we note that at any

time a station is in one of three states: the idle state, while awaiting the arrival of a new

packet: the active state, while contending for the channel: and the backlogged state, while

incurring a retransmission delay after a collision. Note that the active state includes time

spent in carrier sensing as well as in transmission.

For a given number of stations. N. the truncated back-off algorithm ensures stability

lor any value of G by discarding the fraction of packets that su fler a predefined maximum

number of collisions (16 in the case of the standard Ethernet). The variation of -q as a

function of G is shown in Figure 4-14, with parameter B, the number of packet buffers in

each station. For any B, initially throughput is equal to offered load. Here packet arrivals

are spaced sufficiently that buffers are usually available, collisions are infrequent and
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69

delay is minimal. Stations alternate between the idle and active states with the holding

time in the latter being the packet transmission time. Increasing the number of buffers has

little effect because even with one buffer packets arrivals rarely occur Mhen tIie buflbr is

occupied.

Further increase in G leads to a decrease in the mean station idle time as the time.

before the next arrival after a packet transmission decreases. The increased arrival rate

causes an increase in the rate at which collisions occur. Owing to the binary e.Nponcntial

back-off algorithm. some stations suffer multiple collisions and spend greatly increased

times in the backlogged state while other stations are successful without collisi~ns. This

effectively reduces the number of'stations contending for the channel. Thus. throughput

continues to increase to a peak.

As mean time between packet arrivals. 0, continues to decrease, the reduced idle time

more than offsets the increased backlogged time and throughput drops to a stable value at

heavy load. ihis stability at high values of G occurs because the mean time spent in thz

active and backlogged states is now much greater than the idle time. Thus, increasing G,

and consequently reducing the idle time, has little effect. Likewise, at high loads wit' , =

I the mean time in the idle state is close to zero and throughput is equal to the stable

saturation value. Increasing B has little effect. The actual throughput depends on the

ratio of the nu, mber of active stations to the number of backlogged stations and is

determined by the back-ofl'algorithm.

Increasing the number of buffers at moderate loads. i.e.. ini the region of the hump.

has the effect of compressing the curve for B = 1 in Figure 4-14 horizontally. As more

b,,flbrs are available, packets arriving while a station is active or backlogged enter the

buffi.r r'Ithcr than being lost. Ih,:s the idle time is dlccreased, similar in elect to

dccicasing 0 without increasing /. The peak value is approximately independent of U. It

shotIk; be noted that thv precise nature of this behaviour is a function of the 1.,3tocol and

in particular of the back-off algorithm. In measurements on a 3 Mb/s IEtheriet with

various values of a and I buffer, a hump was observed (Figure 4-1). In a study of

multi-hop packet radio networks using CSMA, sini: behaviour was observed [Shur 861.
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The Ethernet back-off algorithm attempts to dynamically estimate the number of

contending stations. For each packet, the estimate starts with 1 and is doubled with each

successive collision. If the number of stations is fixed, theoretical studies chow that stable

and high performance is achieved for some fixed value of retransmission delay [Tobagi &

Klcinrock 77, Tobagi & Hunt 801. This suggests that an improvement on this algorithm is

to use a higher initial estimate which can be derived from the collision history of previous

packets. We assume that some such algorithm exists such that the initial estimate is

2' , in>0. After the nth collision, the back-off is Xx5I.2 [.s. where X is a uniformly

distributed random variable in the range [0, M) such that:

= ,f 2 rin(max(n.m) iol ifmn<10

L2m, ifm _ 10

For /n_ 10. we use M greater than the maximum of 2'0 specified in the standard Ethernet

because the latter value is found to be too small for our purposes as will be shown below. 12

In Figure 4-15 throughput is plotted as a function of Xa for a = 0.313 and N = 400.
Throughput is seen to increase with xv initially and then to decrease. For a given set of

parameters. with the system in equilibrium there is some combined mean arrival rate of

new and collided packets. This determines the probability that an arrival will occur during

the vulnerable period of a packet, causing a collision. As Xav increases, stations spend

longer periods in the backlogged state. Thus, the combined arrival rate decreases leading

to a lower probability of collision and hence an increase in il. For sufficiently large values

of Xa for some fraction of time all stations are backlogged and the network is idle

resulting in a decrease in . The optimum value of the mean initial back-off increases with

N, being 194, 394 and 1024 for N = 200. 400 and 1000 respectively for the parameters in

Figure 4-15. Note that these optimum values depend on parameters such as a and G.

l'hroughput at high loads in the standard Fthcrnet is a Iinction of N. This

dependence is shown in Figure 4-16. Throughput at saturation (G = 3600%) is plotted as

12We note that the Intel 82586 Ethernet controller chip allows M to be specified as 2min(n+ m. 01. for m>0.

For ms in,. this us s the samc initial value of X ws our algorithm. With multiple collisions. X increascs more
rapidly but mches the same maximum of 2'(.
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Figure 4-16: 10 Mb/s Ethernet: Throughput vs N
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a function of N for the standard Ethernet and with the modified back-off algorithm. For

the latter the optimum value of m is chosen Ibr each N. By using tile optimum back-off

throughput remains approximately constant for N ranging from 200 to 1000. For small N.

less than about 100. the standard Ethernet algorithm is optimal. For smaller values ofa we

expect that similar behaviour will be obscrved except that the value of N at which the

standard Ethernet algorithm becomes sub-optimal will increase due to the relatively

shorter vulnerable periods.

If a system is to support a large number oF simultaneously active stations each

generating a small load, for optimum throughput. a large initial value of Xav should be

chosen. For example, with N = 1000. the optimum is 1024. This yields a total throughput

of 36% for a = 0.313 (Figure 4-15) and throughput per station. qay = 0.036%. If at some

time fewer stations are active, the total throughput decreases but the throughput per

station increases. In our example, with N = 1000, 400 and 200, ra v = 0.036%. 0.078% and

0.14% respectively with average delays of 87.40 and 25 nis respectively. Thus, individual

stations are not adversely affected by the modified algorithm at light loads.

Comparison Revisited

The packet arrival processes used in the simulation and in the two analytical models

are similar in that Poisson assumptions are made. However, retransmissions are handled

differently as noted above. Hence it is not meaningful to compare performance at any

specific offered load. Rather, we conpare the maxinm throtighput predictions. The

simulations were run with G = 2000%. well within the saturation region. Table 4-7 shows

throughput for the balanced star with d = 2000 in and 39 m. Thcse correspond to a =

0.313 to 0.006 respectively. t. is constant at 5.0 t~s. For the simulations, for N = 400,
jam

maximum throughput is shown for the standard and modilicd back-oil" algorithms

described in the previous Section.

At small a, the analysis ofTobagi & Hunt corresponds well with the simulation. 'The

analysis should be compared to the simulation of the modified algorithm at large N. The

analytical prediction of 43.3% is higher than max of 36.6% with N = 400. The difference
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Simulation (N=400) Analysis (N= oo)
a Std back-off Mod back-off Tobagi & Hunt Lain

0.313 23.7 36.6 43.3 28.2

0.006 61.9 73.9 70.0 63.3

Table 4-7: 10 Mb/s Ethernet: Simulation and Analysis. 1max.
Balanced star topology. P = 40 bytes.

is due primarily to the assumption of slotted operation in the analysis.13 If we consider the

standard Ethernet, the analysis is seen to greatly overestimate q,. at N = 400. As N is

decreased, the -qx increases and at N = 40 approximately matches that of the analysis.

As N is further decreased, the analysis underestimates the standard Ethernet performance.

Considering Lam's analysis. we compare its prediction to qinx of the optimized

algorithm with N = 400. as above. For the a = 0.313 and 0.006. R,., is consistently

underestimated by 14 and 23% respectively. This is due in part to the pessimistic

assumption that the slot duration is i. + 2xT . The use of a large slot size also leads to
jam p

lower predictions than the model of Tobagi & Hunt. Considering the standard Ethernet.

at large N. the analytical prediction is optimistic, at small N, pessimistic. The cross-over

point occurs at about 300 for a = 0.006 and 0.313.

Balanced Star Topology

In the balanced star topology (Figure 4-13) the propagation delay between every pair

of stations is r-#. Hence the vulnerable period of every packet is 2Tr whereas in the linear

bus topology 2 T is an upper bound on the vulnerable period. Thus, other factors being

the same. in the star topology stations would experience higher collision rates than in the

lincar bus topology and hen,.e would achieve lower droughput, regardless, ol" the

distribution of stations on the linear bus network. In Table 4-8 -q is shown for the two

13Considering an analysis of slotted and unslotted I-persistent CSMA [Kicinrock & Tobagi 751. at a =
0.006. the slotted model leads to a 0.1% ovcetimation of i1max compared to the unslotted model: at a = 0.1.
dic dilTerence incraoz to 4%. and at a = 0.3. to 15%.
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topologies, with uniform distribution of stations in the case of the linear bus, and for

several values of a. G is 2000%.

Network Parameters Simulation
d, m a Linear Bus Star

2000 0.313 61.1 42.2
640 0.100 67.7 60.1
64 0.010 71.6 70.7
39 0.006 71.7 71.3

stations uniformly distributed.

Table 4-8: 10 Mb/s Ethernet: Star and linear bus topologies, i1

N = 40 stations, P = 40 bytes. G = 2000%

For all values of a. throughput is lower in the case of the star. For large values of a.

colli.;ions due to the relatively large value of T compared to T are the dominant cause of
p p

poor utilization. Here, the difference in throughput between the two topologies is

appreciable. 8% and 20% for a = 0.1 and 0.313 respectively. For smaller values of a. the

jam time of 5 I s becomes the dominant cause of poor utilization with the differences in

the vulnerable period being small compared to Tp. Hence 1 is similar in the two
p

topologies, though marginally lower in the ca se of the star.

4.3.4. Discussion

We have shown that the performance of the standard Ethcnet algorithm in terms of

maximum throughput is very poor at large N, compared to the analytic predictions of

optimum throughput. This is due to the non-optimum reschcduling algorithm which

always begins, independently for each packet with a low value lbr the average

rescheduling delay. A modified algorithm was presented. which results in significantly

improved throughput. With these modifications, close correspondence is obtained

between simulations of the Ethernct with large N and the predictions of two infinite

population analytical models of CSMA/CD performance from the literature. Some
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residual discrepancies may be attributed to the use of slotting in the analyses and the

effects of factors such as interface delays that are not explicitly considered in the analyses.

This leads us to surmise that the modified algorithm is near optimal.

When compared to the predictions of these infinite population analyses. with large N,

the standard Ethernet achieves lower performance, with smnall N. performance is higher,

and at some intermediate value there is correspondence. The correspondence is better at

small values of a. Thus, the analytical models may be used when rough estimates at low

cost are desired and to provide insights into the protocol. Considerable care must be

exercised in such use of the analytical models for large a. This is reinforced by the

inconsistent accuracy of the analytical models when compared to our measurements. If

accuracy is a concern, recourse must be had to the more expensive options of simulation or

experimental measurement.

4.4. Station Locations

Due to the finite propagation delay of the signal on the network, two or more stations

may sense the channel idle and start to transmit simultaneously, causing a collision. The

probability of such interference is dependant on the distances between stations. We use

simulation to investigate this dependence further. It is shown that unbalanced

distributions can lead to significant differences in performance achieved by individual

stations.

4.4.1. The Configurations

The simulation parameters are chosen to resemble the 10 Mb/s Ethernet and are

described in Section 4.3.3. page 66. We use fixed size packets of length P = 40 bytes,

resulting in a = 0.313. to stre.ss the network to its limits. All stations are identical, except

for location. The N stations are numbered from 1 to N. For ease of notation and

description we assume, without loss of generality. that the station numbers increase

monotonically from one end of the network, referred to as the left end. to the other or

right end. The stations are distributed along the network in the following configurations:
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* Uniform: stations are spaced uniformly along the length of the network, with
spacing between every pair of adjacent stations being d/N in (Figure 4-17).

e Equal-sized clusters: the stations are divided into nc clusters, with each cluster
having N/n c stations. The centres of the clusters are uniformly spaced along
the network. The stations in a cluster are spaced uniformly. with adjacent
stations being less than or equal to d/N m apart (Figure 4-18). The uniform
configuration above is a special case with cluster size equal to 1.

Unequal-sized clusters: as above except that the number of stations in each
cluster is not the same (Figure 4-19).

For each simulation, to allow transients to die down, no statistics are collected for the

initial 1 s. Thereafter, the simulation is run for 10 consecutive sub-runs, each of duration

I s. This yields 95% confidence intervals on the order of 0.5% for aggregate statistics.

4.4.2. Simulation Results

We now examine the performance of the configurations described above. First we

consider various numbers of equal-sized clusters, then we examine the effects of the

intra-cluster spacing, and finally we consider clusters of differing sizes. We end with a

comparison of the star and linear bus topologies.

It is useful to define the vulnerable p'riod of station i, the period during which arir her

station would have to start transmission in order to cause a collision with Is transm;,vsion.

Assume that the propagation time from station i to the furthest end of the network is T and

that station i starts transmission at time 1. A packet from station j situated at the furthest

end of the network will collide with Is transmission only ifj starts transmissioi, in the

interval [i-'ri+,rJ. This interval is the vulnerable period of i. The probability that j

causes a collision with Is packet is simply the probability that j starts transmission during

Is vulnerable period. Note that a station closer to i than the furthest end of the network

would have a shorter interval about t during which it could cause a collision with Is

packet

The number of stations, N, is 40. At light loads. i.e.. G less than network capacity,
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StationID 1 2 3 . .. i-1 i i+1 N-2 N-i N

Location (m) 0 d/N 2d/N d d
d/N

Figure 4-17: Station Distribution: Uniform Spacing

Cluster ID 1 i-I i i+I nc

Station ID 1... N

Location (m) 0 - -- > d
d/rbE

Figure 4-18: Station Distribution: Equal-sized Clusters
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Cluster Size 20 10 10

Station ID 1 20 21 ... 30 31 ... 40

Location (m) 0 19 d/2 d-9 d

(a)

Cluster Size 30 10

Station ID 1 30 31... 40

Location (m) 0 29 d-9 d

(b)

Cluster Size 39 1

Station ID 1 ... 39 410

Location (m) 0 38 d

(c)

Figure 4-19: Station Distribution: Unequal-sized Clusters

measurements (Section 4.2) and simulations (Section 4.3) have shown that delay is

minimal and the throughput achieved by station i is approximately G. To bring out

rerformance differences, we consider moderately heavy loads. The performance effects to
be discussed were noted in simulations with G ranging from 100% to 2000%. though with

differing magnitudes. Further, total throughput is found to reach a saturation value as G

exceeds 100%. without changing substantially as G is increased to greater than 2000%.

Hence, in the simulations. 8 is chosen to yield a total offered load, G, of 400% of network

capacity, well within the saturation region.

Equal-sized Clusters

Stations are clustered into 2 to 10 equal-sized clusters with an intra-clustcr spacing of 1

m. The clusters are uniformly distributed on the network. Table 4-9 shows the total

throughput 71tota., average throughput per station, 'qav = q10 /N, and the average packet

delay, D. Also shown are the standard deviations of the metrics per station.
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Configuration q 1ota , % lay % Delay. ms
Mean Std dev Mean Std dev

Uniform, 2 km 54.6 1.36 0.38 1.69 0.62
2 equal clusters 54.9 1.37 0.16 1.52 0.21
3 equal clusters 52.3 1.31 0.47 1.76 0.61
5 equal clusters 53.0 1.32 0.45 1.73 0.66
10 equal clusters 54.0 1.35 0.43 1.66 0.65

Table 4-9: 10 Mb/s Ethernet: Stations in Equal-Sized Clusters
N = 4, tations, G = 400%

It is seen that the number of clusters has minimal effect on mean throughput and

delay. In the case of 2 clusters, the performance is marginally better than in the other

cases. The standard deviation of the individual measures is also almost constant. Again,

the 2-cluster configuration is an exception. with lower variation. In the 2 cluster

configuration, every station has 19 other stations no more than 19 m away and 20 stations

at distances of between 1962 and 2000 mn. Since the distance of the latter group is two

orders of magnitude greater than that of the former, to a first approximation the

vulnerable periods of all stations are equal. Further, we may consider that collisions arise

solely as a result of transmissions by the 20 distant stations. Hence, every station is

statistically identical and variance oi individual performance measures is expected to be

low. [his equivalence does not occur with nc greater than 2.

Figure 4-20 shows the throughput measured by each station plotted against the station

number for various cluster sizes. The average throughput per station is shown by a dotted

line. Likewise. individual delays are plotted in Figure 4-21. (Note that the abscissa is not

distance.) In all cases, the stations at the centre of the network obtain the highest

throughput with lowest delay, while the stations at the ends obtain a lower share of the

total throughput. This occurs because the vulnerable period ranges from rP for a station at

the centre to 2T for a station at the end. Thus, centrally located stations suffer fewer

collisions per packet and hence obtain higher throughput, while stations at the ends sufter

more collisions and hence experience higher delays due to retransmissions and longer

back-offs.
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Figure 4-20: 10 Mb/s Ethcrnct: Individual Throughputs, Equal-Sized Clusters
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Figure 4-21: 10 Mb/s Et~hcr-nct: Individual Delays, Equal-SiLcdl Clusters
N =40 stations, G = 400%1.

(a) Uniform. (b) 2 Clusters. (c) 10 Clusters.
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As discusscd above, due to the disparity between intra- and inter-cluster distances, the

stations within a single cluster obtain similar performance. Comparing the 1.0 cluster and

the uniform Configurations. it is seen that the performance of a station in a cluster located

at a distance of x m from the left end of the network is similar to that of the Station at the
same location in the unilbrm case. This is noted in the other clusterings not shown here.

Intra-Cluster Spacing

We examine the effects of varying the intra-cluster spacing with 5 custers o1'8 stations

each. The clusters are uniformly spaced along the 2 km network. The intra-cluster

spacing is set to 1, 5. 20 and 50 m. (Note that a 50 m spacing corresponds to a uniform

distribution of the stations on the network). Table 4-10 shows that there is little difference

between aggregate statistics. At the maximum spacing of 50 m, perlbrmance is marginally

improved. The same is true of individual measures (not shown).

Configuration a total' % flay' %  Delay, ms
Mean Std dev Mean Sid dev

I m spacing 53.0 1.32 0.45 1.73 0.66
5 in spacing 53.2 1.33 0.42 1.75 0.64
20 in spacing 53.3 1.33 0.39 1.71 0.53
50 m spacing 54.6 1.36 0.38 1.69 0.62

Table 4-10: 10 Mb/s Ethernet: 5 equal clusters, various intra-cluster spacings
N = 40 stations, G = 400%

Unequal-sized Clusters

The configurations considered so far have been symmetrical about the centre of the

network. We now consider asynmetrical distributions of stations. We start with 3 equally

spaced clusters of equal sizes and then progressively nIove stat ions frolU the right to tie
lelt of the network resulting in the distributions shown it. Figure 4-19. In the most

asymmetrical configuration considered, we have all 40 stations in the left-most 39 m of the

network (effectively, a 39 m network with uniformly spaced stations).

The mean and standard deviation of throughput and delay are shown in Table 4-11,
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Figure 4-22: 10 Mb/s Ethernet: Station Throughputs, Unequal-Sized Clusters
N = 40 stations. G = 400%. Cluster sizes:

(a) 20 + 10 + 10 Stations. (b) 30 + 10 Stations. (c) 39 + I Stations
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while the distributions of individual measures are plotted in Figures 4-22 and 4-23. As the

asymmetry increases, the net throughpu~t increases markedly from 52% in the fully

symmetrical case to 68% in the case when all the stations are at one end. Considering the

performance distributions, stations in the larger clusters obtain a disproportionately large

share of the net throughput. When a ,tation in a cluster starts to transmit. thc signal

propagates in a short period to the ends of that cluster. Hence, the vulnerable period of

the station to collision from other stations in the same cluster is small. The packet is

vulnerable to collision from stations in other clusters for a relatively much longer time.

Thus, a station in a large cluster is less vulnerable than one in a small cluster. In the

20+ 10+ 10 case, the two 10-station clusters obtain significantly different performance,

with the one in the centre obtaining higher performance due both to being in the centre

and to being closer to the large 20-station cluster.

Configuration 11 totaP %  7 av' %  Delay. ms
Mean Std dev Mean Std dev

3 equal clusters. 2 km 52.3 1.31 0.47 1.76 0.61
20 + 10 + 10 54.9 1.37 0.68 1.62 1.65
30 + 10 63.6 1.59 0.87 1.33 4.75
39 + 1 77.7 1.69 0.30 1.34 2.48
Uniform. 39 m 67.9 1.70 0.14 1.36 0.14

lahle 4-1 I: 10 Mb/s Ethernet: Stations in Unequal-siued clusters
N = 40 stations. G = 400%

4.4.3. Discussion

We have examined the sensitivity of the Ethernet to various distributions of stations

on the network. With stations unilormly distributed along a linear bus, stations at the

centre obtain better perfbrmance than stations at the ends. Clustering the stations in

equal-sized clusters has little effect on total throughput or on the individual throughput as

a function of network location. Increasing the intra-cluster spacing also has little effect

except to increase the variance in pcrlbmance within each cluster. Introducing
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inequalities in the cluster sizes increases total throughput. with the stations in the larger

clusters obtaining a greater than proportionate share at the expense of stations in the

smaller clusters.

An implication of these results is that a configuration such as a cluster of workstations

at one end of an Ethernet simultaneously accessing a server at the remote end may lead to

unexpected congestion as the server experiences higher than normal collision rates. In

such a situation it may be advantageous to alter the back-off strategy of the server's

network interface unit to mitigate the effects of collisions. The extent to which these

results hold in the case of heterogeneous stations is a matter for further investigation.

4.5. Voice Traffic: Measurement and Simulation

We now turn our attention to the performance of the Ethernet under real-time

constraints. First, we show that an experimental 3 Mb/s Ethernet can support packetized

voice transmission, achieving high throughput while satisfying real-time constraints.

(Section 4.5.1). We then use simulation to extend this work to higher bandwidths with

integrated voice/data traffic (Section 4.5.3). In Section 4.5.2, we investigate the effect of

various values of Pin' the minimum voice packet length of our voice packetization

protocol.

4.5.1.3 Mb/sEthernet: Voice Performance

We use measurements on a experimental 3 Mb/s Ethernet to show that the Ethernet

protocol can handle voice traffic satisfactorily. The network used is described in Section

4.1.2. the experimental techniques are summarized in Sections 3.3 and 4.2.1. In this

Section we summarize the findings that have been presented in greater detail

elsewhcrc [Gonsalvcs 831.

During each experiment. each participating station generates samples at a constant

rate. V b/s. emulating the output of a voice digitizer without silence suppression. For

accurate timing, the coder emulator was written in microcode and can generate two 8-bit

samples every 38.08n /s. ror it= 1,2 ...... Thus, Vcan bc any sub-multiple of 420 kb/s. For
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example. n = 4 and 6 yield V = 105 and 70 kb/s respectively. Silence suppression is not

modelled and the experiments are conducted in the absence of data traffic. For

convenience, we chose V = 105 kb/s since this value enables us to generate a higher load

with a given number of stations than would be possible with a lower value of V. Further.

our experiments showed that performance results obtained with V = 105 kb/s scale

linearly to V = 70 kb/s provided that packet delays are multiplied by a factor of 105/70 =
1.5. Note that this is not a general result but is valid for the conditions under which the

experiments were conducted.

For several values of the parameters Dmin and Dmax of the packet-voice protocol. we

plot in Figure 4-24 loss as a function of the number of stations. In all cases, it is seen that

there is no loss for small values of N.. Then, there is a well-defined knee at which loss

starts. Thereafter, loss increases rapidly with increase in N. The system voice capacity

with a maximum acceptable loss of (,, m' , is defined to be the value of Nv at which loss

equals (p. This value is dependant on other parameters such as DmX. Since loss on the

order of 1% is acceptable to listeners (Section 2.2.1.2). operation in the region to the left of

the knee on any curve is acceptable while operation to the right is undesirable. With a

tight delay constraint of 5 ms, the knee is seen to occur at about 18 stations. This is lower

than the theoretical maximum of L3.0/0.105J = 28 stations because the short packet

length of 64 bytes results in an appreciable collision rate. With a more relaxed Dmax = 80

ms. N1 ranges between 24 and 27 stations for Dmin between 5 and 40 ms. Here.
nmax

utilization of the channel is close to the theoretical maximum.

By applying the conversion factor of 1.5 to scale our results to V = 70 kb/s, we

conclude that with a delay constraint of 7.5 ms. 27 stations could be supported while with a

constraint of 120 ms, about 36 stations could be supported. We will show later that the use

of silence suppression can incrise these numlers by a factor olalxut 2 (Section 4.5.3.1).
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4.5.2. Minimum Voice Packet Length

The minimum voice packet length, Pin is a network-dependant parameter of the

voice packetization protocol (Section 2.2.1.3). In selecting an optinial value of P it is

desirable that V) be maximized, that the average and maximum clip lengths be

minimized and that the adverse impact on data traffic performance be minimized. We

empirically determine an optimal value for Pmin for each value of Dmax While the

optimum is dependant on other factors such as whether or not silence suppression is used.

we expect Dmax to be the prime determinant of the optimum. First we discuss

measurmcnent results for the 3 Mb/s 'thernet under the conditions discussed ini Section

4.5.1 and then extend this via simulation to the conditions to be used in the ,oice/data

evaluation in Section 4.5.3.

In Table 4-12 we show the maximum number of voice stations with loss of 1 and 5%

for several values of P obtained in measurements on a 3 Mb/s, 0.55 km Ethernet. Dx

is 80 ins. V is 105 kb/s and silence suppression is not used. It is seen that both ,'/I) and
max,N increase with increase in Pin indicating that a large value of Pmin should 0e chosen.

Max

D min  T 1% 5%

2.5 ms 25 27
lons 26 27
40 ms 27 28

Table 4-12: 3 Mb/s. 0.55 km Ethernet: Voice Capacity at (P = 1, 5%.
Measurements. V = 105 kb/s. Dmax = 80 ms. Parameter: Dmot.

Without silence suppression. Gd = 0%.)

Owing to the inflexibility of measurementk we now turn to simulation to investigate

more thoroughly the effcots of varying Pmui" For a 10 Mb/s, 1 km Ethernet, we present

simulation results under the following conditions: Dmax = 20 is, without silence

suppression, Gd = 20%. From this we obtain a value lbr Pmin that is used for all

simulations with Dmax = 20 ms in Section 4.5.3. Similar optimizations yield values of
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Ptrd nfor Dmax = 2 and 200 ins. Note that the minimum voice delay. Dm,. is related to

Pmin by 1 nijn = VD.n

In Figure 4-25, ?0 is plotted as a function of D - for various valuCs of (p. For a
Ila

given value of ,p, as Dm is incr,-,ased from zero to Dm,X, N V  increases to a peak and

then decreases. When Dmin is small, bandwidth wasted due to contention and packet

overhead is large compared to the useful data in each packet. Een though the packet

length increases with load due to the voice protocol for packets that suffer several

collis-ons, some packets arc successful after few collisions. Thus the mean voice packet

length remains small. When D n is close to Dax, any contention delay causes the packet

length to exceed the maximuL and loss occurs. This causes a decrease in N that is
max

larger for small values of q). I he value of D min at which N. is maximum increases with
max

Tp.

From Table 4-13. we see that the mean and maximum clip lengths decrease with

incriase in Dra,. Values at ,p -= 1% are shown in the Fable. Other values of rp show a

similar trend. While from this point of view it is desirable to choose Dmi, close to D ax'

from the point of view of N'j1 . a smaller value is prelerred. 14 For a given P, D has
tminonly marginal eflect on data measures, T, and Dd Thus. lbr D max = 20 ins. we choose the

value of 16 mis as near optimal lir Dmin' Similarly, the near optimal values of 1) chosen

for )max = 2 and 200 ins are 0.75 and 160 nis respectively.

4.5.3. 10 Mb/s Ethernet: Voice/Data Performance

Having seen that the 3 Mb/s Ethernet is a viable alternative for packetized voice

applications, we extend the study to higher bandwidths and consider integrated voice/data

applications as described in Chapter 2. For lie paramceer ranges described in Section 2.4.

we examine lirst voice (raflic pcrlbrancc measures in Section 4.5.3.1 and then data traffic

measures in Section 4.5.3.2.

14 Wec cosidcer smail vil.cs 0f (p as ihL% atore more' usual in voice telepholny.
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Di (ms) VO Clip Length. T1(ms)Max Mean Std dev Max

10.0 38 14.9 23.7 172
15.0 43 8.4 16.8 188
16.0 43 6.9 13.6 153
18.0 43 4.1 8.7 140
19.0 40 2.5 5.9 111
19.75 32 1.3 2.8 82

Table 4-13: 10 Mb/s. 1 km Ethernet: Clip lengths at p = 1%.
Without silence suppression. Dmax = 20 ns. G = 20%. Parameter. Dn -,

Da Theor. Max.
(ms) max Lc/v

3 Mb/s. 0.55 kn 8.2 29 46
Measurement* 131 44

10 Mb/s. 1 km 20 119 156
Simulation 200 152

100 Mb/s, 5 km 20 130 1562
Simulation 200 1100

see text

Table 4-14: Ethernet Voice Capacity at q = 1%. Bandwidth = 3, 10, 100 Mb/s
Without silence suppression. Gd = 0%. V = 64 kb/s

Increasing bandwidth. C. to increase (lie voice capacity o1" the network resulLs in a

decrease in T anrd coIsc(IucItly an incrCasC in a r /'. Since lie imaXinIumi
P P P

throughput of the Ethernet protocol is inversely related to the parameter a, absolute

throughput increases less than linearly with increase in C. Thus, increasing C beyond a

point may not be useful with the Ethernet protocol. This is seen clearly in Table 4-14
which gives the nmaximum number of voice stations that can be accommodated under
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various conditions if the maximum allowable loss is 1%. The voice coding rate is 64 kb/s.

silence suppression is not used, and there is no data traffic. The values for 3 Mb/s are

derived from the measurements reported in Section 4.5.1 by linear scaling from 105 kb/s

to 64 kb/s. The values for 10 and 100 Mb/s are from simulation. For moderate values of

Dmax, i.e., 20 ms. the capacity is appreciable at C = 3 and 10 Mb/s. At 100 Mb/s.

however, the capacity is a small fraction of the bandwidth. Only at large values of Dmax,

acceptable mainly when the call is restricted to the local area network, is the capacity at

100 Mb/s substantial. It is desirable to be able to handle calls to remote stations over the

public telephone networks, performance at large Dmax is less important and we consider

only 10 Mb/s Ethemets in the subsequent discussions.

4.5.3.1. Voice Measures

Considering first the effect of the maximum allowable voice delay, Dmax.in Figure

4-26. loss, (p, is plotted as a function of the number of voice stations. The data traffic

offered load. Gd, is 20% and silence suppression is used. With Dmax = 2 ms. loss occurs

even with a single voice station. This is due to the short packet length. less than 16 bytes,

and consequently the high probability of collision. With D = 20 and 200 ms, loss is

close to zero for low values of N. As V increases beyond some value, loss begins to

increases rapidly, causing a well-defined knee in the curve. Assuming a maximum

acceptable loss level of 1%. the system voice capacity, N"' . is given in Table 4-15.Y

Comparing the curve in Figure 4-26 to the measured curves in Figure 4-24, we see that

in the measured curves the knee is more well-defined and the curves are steeper in the

region of loss. This is attributed to two factors, the effects of data traffic and its variations

with time. and the effect of variations in the number of active voice calls due to the use of

silence suppression. Curves for systems without silence suppression at 10 Mb/s are

similar.

From Table 4-15, it is seen that the Ethernet is essentially unusable for voice traffic

with D n= = 2 ms and Gd = 20% even if losses of 5% are tolerable. At DM, = 20ms,

however, the capacity is substantially higher. Note that the maximum number of voice

stations that could be accommodated on a 10 Mb/s channel in the abscncc of data traffic
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p= 1% 2% 5%

D = 2msmax without silence suppression 1 3 6
with silcnce suppression 2 6 14

D = 20ms
ma, without silence suppression 43 51 62

with silence suppression 103 123 155

D = 200 ms
without silence suppre3sion 117 126 139

with silence suppression 259 300 351

Table 4-15: 10 Mb/s, 1 km Ethernct: Voice Capacity, Dmax = 2, 20, 200 ms.
With and without silence suppression. Gd = 20%.
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and overhead is IC/Vj = 156, without silence suppression. Allowing for the 20% data

load, the Ethernet achieves only about 35% of the potential voice capacity with Dmax = 20

ms. With Dmax = 200 ms, the capacity is close to the maximum owing to the reduction in

contention o.verhead with the longer voice packets. There is. thus, a strong incentive to

design systems with a higher value of Dmax . Silence suppression has little effect on voice

capacity other than to increase it by a factor of 2.2 - 2.5 compared to the case without

silence suppression. This is close to the ratio of the average talkspurt length to the average

silence length, equal to 2.5.

To determine the effects of data traffic on voice performance, we keep Dmax fixed at

20 ms and determine 1VF) for Gd = 0, 20 and 50% (Table 4-16). In the absence of data
max

traffic, IV is fairly high, 120 compared to the maximum of 156. When data traffic is
max

increased to 20%, equivalent to 30 voice stations, the voice capacity drops by nearly twice

that number. When Gd is further increased to 50%, the voice capacity drops to zero. Thus,

the lack of priority in the basic Ethernet protocol is seen to render voice traffic very
susc:ptible to interference from data traffic (Table 4-17).

q= 1% 2% 5%

Gd= 0%
without silence suppression 119 119 122

with silence suppression 257 266 281

Gd = 20%
without silence suppression 43 51 62

with silence suppression 103 123 155

Gd = 50%
without silence suppression 0 0 12

with silence suppression 0 1 30

Table 4-16: 10 Mb/s. 1 km Ethernet: Voice Capacity. Gd = 0, 20, 50%.
With and without silence suppression. Dmax = 20 ins.

Next, we examine the nature ol the loss. In Trable 4-18. details of the clip lengths and
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G Without silence suppression With silence suppression
?IV 71d  'q 71 'd 1

0 76.4 0.0 76.4 65.4 0.0 65.4
20 27.5 20.0 47.5 25.9 20.0 45.9
50 0.0 50.0 50.0 0.0 50.0 50.0

Table 4-17: 10 Mb/s, I km Ethernet: Throughputs: voice, data and total.
With and without silence suppression. Dra x = 20 ms.

inter-clip times are presented when the total loss is 1% with Gd = 20% and a range of

values for Dmax . Corresponding statistics for p = 5% are in Table 4-19. Recall that

studies have indicated that for a given loss level, short clips occurring frequently are

subjectively less of an annoyance than long clips occurring less frequently (Section

2.2.1.2) [Gruber & Strawczynski 85]. The threshold at which loss begins to be perceptible

as lost syllables rather than background noise is about 50 ms [Campanella 76]. Under

these criteria, it is seen to be desirable to set Dmax as low as possible. For example, with

Dmax = 2 ms. the average clip length is less than 1 ms and the maximum about 6 ms, both

well below the 50 ms threshold. With Dmax = 20 ms. the average clip length is still fairly

low, less than 10 ms. The standard deviation is high and the maximum greater than 100

ms. With Dmax = 200 ms, both the mean and maximum clip lengths are well above the 50

Ms threshold. "thus there is a trade-off in the selection of D,,a. Smaller values lead to

improved loss characteristics and allow a larger delay margin (or transmission over other

networks while. Larger values lead to a higher voice capacity due to reduction in overhead

per bit and to lower collision rates.

Owing to the choice of Pmin such that Din, is 0.8Dma .,, for Dmax = 20 and 200 ms,

voice dlay is consirained t) lie in the range 81) x< I)V< Dia x . As N. increases. some

voice packets get longer due to congestion delays. Others are successful with no or few

collisions and are delayed only due to packctization. The average delay even under heavy

traffic conditions with V well above the acceptable limit of 1% is about 170 nis with Dmax

= 200 ms and Gd = 20% while the standard deviation is about 1/10th the average. Thus,

in the region of interest. i.e.. T < 1%, Dv D,,a x and standard deviation is less than 5% of

the average. This is a result ofthe parameters of the packetization protocol.
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\.) Clip I.ength. T (ms) Inter-clip time. [*11 (s)
,tax Mean Std dev \lax Mcan Std dcv

D = 2 nis
\It ithio uit ,,u pp r ssiorn 1 0.7 0.7 5.6 0.08 0.08

ith suppressIon 2 0.8 0.8 5.0 0.08 0.08

DMU= 20 ms
VwithOut suppression 43 6.9 10.9 134 0.72 0.70

with suppression 103 7.5 14.7 176 0.75 0.75

D = 200 nis
without suppression 117 100.6 66.3 2S6 10.0

with suppression 259 93.8 71.3 349 9.4

alle 4-18: 10 ,Mb/s. 1 km FIthernet: Clipping Statistics at ( = 1%.
With and ithout silence suppresion. Omax = 2. 20. 200 Ims. Gd 20%

v') lir I .ength. T"(nis) Inter-clip time. 7*11 (s)
Mean Std dev Max Mean Std dev

D =2 ns

lloitt supprcsion 6 1.4 3.1 90 0.04 0.03
with su illre.ssion 14 1.5 4.2 136 0.03 0.03

) = 20 Ils
flt(I.l

withOtut SUppression 62 15.4 27.4 238 0.34 0.32
with suppression 155 16.9 31.0 284 0.32 0.31

D X = 200 ns
without suppression 139 134.3 79.8 551 2.66 2.63

with suippression 351 126.3 78.3 498 2.10 2.21

lale 4-19: 10 Mb/s. 1 km Fthernet: Clipping Statistics at 4 5%.
With and without silencc suppression. D.. = 2. 20. 200 ms. Gd = 20%
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45.3.2. Data Measures

Having examined voice traffic performance and the impact of data traffic on voice

performance. we now consider data traffic performance and the effects of voice traffic on

it- In Figure 4-27, data throughput, 71d. is plotted as a function of the number of voice

stations, NY, for a 10 Mb/s. 1 km Ethernet. Silence suppression is not in effect. With data

offered load., of 20%, curves are plotted for maximum voice delay, Dmax , equal to 2, 20

and 200 ms. Also shown is a curve with Gd = 50% and Dinx = 20 ms.

Comparing the curves for Gd = 20%. it is seen that data throughput decreases with
increase in N. This occurs because there are no packet-level priorities and the number of

data stations is fixed. Thus, as N increases, the rate of voice-packet arrivals increases

relative to the rate of data-packet arrivals. For a given N., with larger Diex, voice packets

suffer fewer collisions and hence lower loss. Thus, the bandwidth available for data traffic

is reduced compared to the situation with smaller Dmax . Comparing the curves for Dmex

= 20 ms and Gd = 20% and 50%. the trends are similar. With silence suppression, similar

effects are noted, except that the curves for different values of Dinx and the same Gd are

closer together.

Delay

The delay characteristics of interactive and bulk data traffic are similar and hence we

discuss only the interactive traffic here. In Figure 4-28. average delay is plotted as a

function of NY for several values of Dma.. Gd = 20% and silence suppression is not used.

We note that the curves with silence suppression are very similar. On each curve, the

point at which ip reaches 1% is marked with a circle. Initially, as NY is increased, delay

increases rapidly. Once loss begins to occur, the increase in voice traffic with further

increase in NY is reduced and the increase in delay is much more gradual. Note that delay

is not noticeably dependant on Di,,x . Throughout the range shown,. standard deviation of

data delay is about 2 to 3 times the average, ranging occasionally up to 5 times the average.
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4.5.4. Discussion

We have used measurements on a 3 Mb/s Ethernet with emulated voice traffic to

show that the contention-based random-access protocol can provide adequate service to

stream-based real-time traffic. The network capacity is 30-40 simultaneous voice

conversations with V = 64 kb/s. This corresponds to a utilization of about 90% of the

bandwidth. We have then extended this work to integrated voice/data traffic at a higher

bandwidths via simulation. Owing to the higher propagation delay relative to the packet

transmission time, the use of the Ethernet for real-time traffic is more restricted at 10

Mb/s. With Da x > 20 ms, moderate to high utilization is obtained. At lower values.

however, utilization drops considerably. When bandwidth is increased to 100 Mb/s, Da x

must be on the order of 200 ms to obtain adequate utilization. The interactions of voice

and data traffic have been quantified over a wide range of parameters. An empirical

optimization of the parameter Pmin of our voice packetization protocol indicates that the

optimum value of Pmin as a fraction of Pmax decreases as Pmax decreases.

4.6. Summary

We have accurately characterized the performance of the Ethernet protocol via

measurements on operational networks and simulation. Measurements on 3 and 10 Mb/s

Ethernets with artificially-generated data traffic loads indicate that the protocol performs

well when the packet transmission time is large compared to the propagation delay, with

throughput greater than 97% of capacity. On a 10 Mb/s network, with 64 byte packets.

however, performance is poor, with q1 being about 25%. By measuring delay distributions

we have shown that while individual packet delays can be large under heavy loads, the

variation is high and most packets suffer relatively modest delays.

A colparison of our niCasureens with the predictions of analytical models of

CSMA/CD from the literature indicated discrepancies, especially for large a. This led to a

study, via simulation, of the performance of the Ethernet at large a. We have shown that a

modification to the retransmission algorithm enables higher throughput than that of the

standard algorithm to be achieved, especially with large numbers of stations. Since the
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throughput of the modified algorithm is close to that predicted by analytic studies with

optimum assumptions, we surmise that the modified algorithm is near-optimal. This study

enabled us to determine the regions of validity of the use of some analytical models of

CSMA/CD from the literature for the prediction of Ethernet performance. Using

simulation we have also studied the effects of different distributions of stations on linear

bus Ethernets. Stations at the ends and stations in small clusters were shown to achieve-
poorer performance relative to the others.

Using measurements on a 3 Mb/s Ethernet. we have shown that voice traffic can be

supported under acceptable constraints despite the random nature of the access protocol.

This is due in part to our new variable-length packet voice protocol. Simulation of

voice/data traffic at higher bandwidths and under a wide range of parameters indicates the

trade-offs between voice capacity on the one hand and, on the other, maximum voice

delay and the quality of the voice signal. Data traffic is shown to have an adverse impact

on voice capacity. In the desirable region of operation, i.e.. when voice loss is low, voice

traffic has minimal effect on data throughput. The effect of variation of the

voice-packetization protocol parameter Pmro has been investigated over a range of

conditions. The optimum is found to decrease from about 0.8Pa x with m x = 200 ms

to 0.4PIn with Dmax = 2 ms.
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Chapter 5
Token Bus

[he Token Bus protocol utilizes explicit token-passing to achieve round-robin

scheduling on a single broadcast bus [IEEE 85b]. This helps overcomes the inefficiency

and high variance of delay caused by collisions in the CSMA/CD protocol. The Token

Bus protocol is fair and guarantees an upper bound on delay. provided that packet lengths

are bounded. Priorities are incorporated by means of timers to limit the maximum token

rotation time and the time that a station may hold the token. The disadvantage is an

increase in complexity of the protocol especially to handle error conditions such as loss of

the tcken. In this Chapter, we study the performance of a Token Bus protocol for

inte;rated voice data traffic. The protocol is similar to the IEEE 802.4 Token Bus

Standard. The protocol is described in the next section with differences from the 802.4

standard being identified. Next. the effect of the priority parameter, the token rotation

timer used by data stations. is examined. This is followed by an investigation of several

variants of the protocol with only voice traffic. Finally, the performance of the protocol

with voice/data traffic within the framework of Chapter 2 is systematically characterized.

5.1. Token Bus Protocol

The physical topology of the Token Bus is similar to that of the Ethernet. i.e.. a

broadcast bus with stations connected by means of passive taps. The protocol, however, is

quite dissimilar. During normal operation, a single logical token exists on he network. A

station may transmit a packet only when it has possession of'the token. After transmission,

the token is passed on to the succeeding station in a logical ring (Figure 5-1). Thus,

contention-free operation is achieved. Note that at a given point in time, the logical ring

may contain only a subset of all the stations on the network. The complete protocol
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okcn-pasig
logical ring

Figure 5-1: Token Bus Topology
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includes procedures for the handling of error conditions such as the loss of the token.

duplicate tokens, and entry of stations to and exit from the logical ring. We assume that

such conditions occur infrequently and hence do not discuss them. The IEEE 802.4

standard is a complete specification [I EEE 85b].

One of the determinants of performance is the ordering of stations in the IGgical ring..

If the ordering corresponds to the physical order of the stations on the bus propagation

delay incurred in passing the token is minimized. This is particularly beneficial at high

bandwidths when the packet transmission time is small. i.e., when a is large. In practice,

however, over time the logical ordering is likely to change as stations are moved between

locations, are added or are removed, thus increasing the propagation delay incurred in

passing the token. In the absence of a mechanism for ensuring optimum ordering, we

assume that the logical ring is constructed by choosing stations at random. This results in

an average propagation delay of TP/3 between any pair of stations. In Section 5.2 we

investigate some ramifications of this assumption.

The IEEE 802.4 standard allows a station to transmit several packets during possession

of the token, limited either by a maximum token holding timer for synchronous traffic, or

by a limit on the time since the previous reception of the token by the station for

asynchronous traffic. The tokcn is then passed in a separate packet. In our voice protocol,

a voice station transmits all the accumulated samples when it gains access to the network.

Thus, it transmits only one packet during each round. Likewise. by our assumption of a

single buffer per data station, data stations too transmit only one packet per round. As an

optimization, we assume that the token is piggy-backed on the single packet transmitted

by a station. The improvement achieved by this is also studied in Section 5.2. Note that a

station that does not have a packet to transmit must still transmit a packet, consisting only

of a header. to ptss the token on to its succesor.
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5.1.1. The Priority Mechanism

We distinguish two priority classes, data and voice. Voice is considered the higher

priority. Each voice station transmits at most one packet per round with the packet data

length limited to '°mx = Dma/V" Thus, the token holding time of a voice station is

limited to (PrnX + Po)/C, where Po, is the total overhead per packet. Data stations are

restricted by the token rotation timer(TRT) mechanism. A data station may transmit only

if the time since the previous reception of the token is less than the priority parameter.

TRT. In this Section, we examine by simulation the effects of various values of TRT. We

note Lhat the IEEE 802.4 standard distinguishes 3 classes of asynchronous traffic with a

separate TRT specified for each class and one class of synchronous traffic with a specified

maximum token holding time.

We consider a 100 Mb/s. 5 km network and voice/data traffic as defined in Section

2.4 with Dmax = 20 ms and Gd = 20%. For TRT = 15, 20. 25 and oa ms. we plot voice

loss as a function of N. in Figure 5-2. The difference between the four cases is small. At

small NY, loss is zero in all cases. At large NY, the curves for TRT s 25 ms merge. In the

region of interest. 4 on the order of 1%. TRT of 25 ms yields the same voice performance

as TRT of infinity.

In Figure 5-3. data throughput, Rd is plotted as a function of NY for the four values of
TRT. With finite TRT, 11d drops to zero when NY crosses voice capacity. The value of NY

at which 11d reaches zero increases with TRTF. With TRT = oo. 11d decreases

monotonically with increase in N because of the restriction of a single packet per station

per round but does not drop to zero.

For any TRT _5 Dmax ' voice capacity is the ame. Data throughput. however, drops to

ero at lower values of NY for lower values of IRT. Htence. to maximize voice capacity

while minimizing the adverse impact on data throughput. we use TRT = Dmax in the

voicc/data performance evaluation in Section 5.4. Note that in Chapter 7, we also use
larger values of TRT to accord equal treatment to data traffic in the Token Bus and

Expressnet.
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5.2. Voice Traffic Performance

In the absence of data traffic and when silence suppression is not used. a Token Bus

carrying only voice traffic achieves maximum performance when each station transmits

maximum length packets at regular intervals. The operation of the system is deterministic

and a simple analytic expression for the voice capacity, A"v', .can be obtained fbllowingmnax

the method used in [Fine 85]. When V = , the round length is D and theV X max

following equality holds:
/) =(J V/C+i + t +T + r

where t and to are the transmission times of the packet preamble and overhead

respectively. Tok is the total transmission time of the token packet. and r is the mean

propagation delay incurred in passing the token from one station to the next. 1 hus. after

multiplication by C for conversion of transmission times to bits, the voice capacity with p

- 0% is given by:
=D P (( MV+P +P0 +)' + rO (5.1)v ,na ma p o tok "-

where P is the preamble length. P the overhead length and Po" the token length

including any overhead. By substitution of appropriate values for ,,ariables in the above

equation, the capacity of several variants of the protocol may be obtained. First, for the

IEEE 802.4 Token Bus. a separate packet is used for the token. The length of this packet is

So where P is the length of the token. We assume that P = 0, i.e., an

empty packet constitutes a token. In our study. we assume that each station transmits a

single packet per round and that the token is implicitly passed in this packet. Thus. Pok

-0.

In the optimum ordering of stations. the logical ring corresponds to the physical order

of the stations on the bus. Thus, the total propagation delay incurred per round is twice

the end-to-end propagation delay or 2 T p. Hence. T = 2 T IN . Under the assumlption orp p

random ordering ofthe stati ns in the logical ring. r = T /3.

We present in Table 5-1 the voice capacity calculated from Equation (5.1) for both the

standard Token Bus and the protocol with piggy-backed tokens. In both cases, capacity is

presented for the optimun and random orderings. The following parameter values are
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Optimum Order Random Order
Dmax Standard Fast Standard Fast

10 Mb/s, 1 km ( LC/VJ = 156.)

2 ms 32 53 31 51
20 ms 113 131 112 129

200 ms 150 153 150 153

100 Mb/s. 5 km ( LC/Vj = 1562 )
2 ms 316 524 137 165
20 ms 1128 1309 768 848
200 ms 1504 1532 1416 1441

Table 5-1: Token Bus: Voice Capacity at Tp = 0%, C = 10 and 100 Mb/s.
Separate and piggy-backed tokens. Optimum and random ordering.

Without silence suppression, Gd = 0%.

used: Network parameters: 10 Mb/s, 1 km and 100 Mb/s, 5 km. Note that for the 1 km

network, = = 5 tts and for the 5 km network, 25 jis. Voice station parameters: V =

64 Kb/s, Da x = 2. 20. 200 ms: P = 64 bits: P0  80 bits overhead + 100 bits gap. The

packet data lengths corresponding to Dmax = 2. 20 and 200 ms are 16, 160 and 1600 bytes

respectively. The maximum capacity assuming ideal conditions is given by Lc/vJ =

156 and 1562 stations fbr C = 10 and 100 Mb/s respectively.

Considering the piggy-backed versus separate token variants (labelled Fast and

Standard respectively in the Table), at 10 Mb/s, the piggy-backed scheme is marginally

better than the standard scheme. The difference is greater at small values of Dmax* With

Dmax = 200 ms, the overhead of a separate token packet. 30 bytes, is small compared to.

the packet data length. With Dmax = 2 and 20 ms is it significant. Thus. the simulation

restilts that we present lbr the piggy-backed scheme later in this C'haptcr and in ('haljer 7

ain be applied to the IlEEE 802.4 Bus with only a small degree ofover-stiniation.

Comparing the two orderings, optimum and random, we find that at 10 Mb/s the
difference is negligible. Here, r is much smaller than the packet transmission time, T.

At 100 Mb/s, however. T decreases by an order of magnitude while r increases by a
p
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factor of 5 due to the increase in network length. r. is now comparable to T , especially

for smaller Dmax,. In the optimum ordering, the per packet propagation delay, = rp/N V

while in the random ordering, 'r = T p/3. Since N. >> 3. the optimum ordering is superior

to the random ordering, especially at small Dmax.

5.3. Minimum Voice Packet Length

Before we can proceed further, it is necessary to select near-optimal values of the

minimum voice packet length. Pmin' Owing to the orderly round-robin scheduling, the

round length increases in proportion to the number of voice stations. There is little

variation in round length and hence all voice packets are of similar length. In contrast to

the Ethernet (Section 4.5.2). there is no reason to choose Pmtn large.15 In this respect. the

Token Bus is very similar to the Expressnet. also a round-robin scheduling protocol and

the discussion of Pmin with respect to the Expressnet holds here (Section 6.3). Hence, the

values of Pi. we use in the Token Bus evaluations are the same as in the Expressnet

evaluations. i.e.. 8 bytes for Dmax = 20 and 200 ms. and 1 byte for Dmax = 2 nis. These

yield Dmin = 1 ms and 0.125 ms.

5.4. Voice/Data Traffic Performance

We are now prepared to study the performance of the Token Bus with integrated

voice/data traffic. Following the strategy used with the Ethernet in Secticn 4.5.3. we

present first voice traffic measures and the effects of data traffic on voice and then data

traffic measures. The traffic parameters are as summarized in Section 2.4 and Table 5-2.

For reasons discussed above, we consider the piggyzbacked token variant of the protocol

and assume that stations in the logical ring are in random order.

15 R,'md on simulation of a 10 Mh/s Tokcn Bus with voice packet length varying between 6 and 12 ns.
DeTreville arrived at a similar conclusion [Dcrreville 84j.
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Network Parameters:

Data token rotation timer, TRT D
Voice token holding time. THT D axV/C + Po/C

Station Parameters:

Packet overhead, Po 10 bytes
Packet preamble. P 64 bits

Carrier detection time. ted 1.0 1 s at C = 10 Mb/s0.1 s at C = 100 Mb/s

Voice Traffic Parameters

Minimum delay. Dmin 0.125 ms at Dmax = 2 ms
1.0 ms at D ax = 20. 200 ms

Table 5-2: Simulation Parameters

5.4.1. Voice Measures

First, we consider the impact of the maximum allowable voice delay. D,, x , on voice

traflic performance. In Figure 5-4. voice loss is plotted as a function of Nv for various

values of D x for a 100 Mb/s. 5 km network with data offered load. Gd = 20%.
Performance is shown with and without silence suppression. Considering the curves for

silence suppression. it is seen that there is no loss until N. reaches some value dependant

on D n=. There is a knee above which loss increases rapidly, similar to. though sharper

than. that observed in the Ethernet (Figure 4-26). The voice capacity at Da x = 2 ms is
negligible. There is a substantial increase when D rax is increased to 20 ms. The poor

perlbrimnce at D a x = 2 and 20 nis is a tributed tlo the prnpagation delay incurred in

passing the token. Ibis is r /3 on the average due to the assumption of random ordering

of stations in the logical ring. At D na = 2 ms. the packet overhead of 10 bytes is
significant compared to the 16 bytes of voice samples per packet. When D .x is further

increased to 200 ms. there is a further large increase in voice capacity. The throughput is

then about 80% of the bandwidth.
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10 Mb/s. 1 km 100 Mb/s. 5 km
p= 1% 2% 5% 1% 2% 5%

D = 2ms
With suppression 11 21 27 15 47 56

D = 20msmax Without suppression 103 108 122 757 770 790
With suppression 207 224 241 1132 1157 1200

D = 200 ms
Without suppression 152 154 159 1430 1443 1490

With suppression 339 346 364 2936 3035 3167

Table 5-3: Token Bus: NIV'V for Dmax = 2. 20. 200 ms.
C=10. 100 M ls. Gd = 20%.

The curves for performance without silence suppression are similar though the knee is

at a correspondingly lower value of N . In Table 5-3, V" is shown for (p = 1, 2 and 5%
V max

for values of parameters corresponding to Figure 5-4. At 10 Mb/s. the increase in capacity

achieved by the use of silence suppression is about a factor of 2 compared to the decrease

by a factor of 2.5 in the bandwidth required per station. When silence suppression is used,

stations are assumed to remain in the logical ring even when in the silent state. Thus, they

a)ntribute delay in passing the token. The effect is more pronounced at 100 Mb/s when

the propagation delay is larger compared to the packet transmission time, the relative

increase in capacity achieved by the use of silence suppression being only about 1.5.

The effect of propagation delay can be seen by comparing capacity at the two

bandwidths with other parameters constant. The increase in capacity is less than the
relative increase in bandwidth. The relative increase approaches the ratio of' bandwidths

as Dmax is increased. We note that the poor performance at Dax = 2 and 20 ms and C =

10 Mb/s is due almost entirely to packet overhead. For the parameters used, propagation

delay is a significant factor only at the higher bandwidth.
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10 Mb/s, 1 km 100 Mb/s. 5 kin
= 1% 2% 5% 1% 2% 5%

Gd = 0% 232 237 248 1197 1212 1260
(" = 20% 207 224 241 1132 1157 1200
Gd = 50% 197 222 237 1008 1034 1082

Table 5-4: Token Bus: Voice Capacity, Gd = 0. 20, 50%.
With silence suppression. C = 10. 100 Mb/s. D Max = 20 is.

The impact of various data loadings on voice traflic performance is minimal. Owing
to the choice of TRT = Dmax , when N. reaches a value such that loss occurs, the round

length exceeds Dmax and data throughput drops to zero regardless of Gd and other

parameters. This is summarized in Table 5-4.

'Turning next to the nature of the loss suffered by voice stations, we find that due to

the orderly round-robin scheduling, mean clip lengths are low, standard deviation is low

and the clips occur very regularly (Table 5-5). This is the desired mode of loss (Section

2.2.1.2). The low standard deviation of the inter-clip time is due to the almost constant

round lengths. Thus, every packet suffers an equal clip in every round. Note that the

standard deviations increase somewhat when silence suppression is used. For a given loss

level. e.g., 'p = 1%. ih mean clip length increases with Dmax . 'lhis occurs because loss

occurs when the round length is approximately equal to Dma x at the rate of 1 clip per

round. With larger Dia x , the rate of clipping decreases and the mean clip length must

increase proportionately br a constant loss level.

5.4.2. Data Measures

We now turn to a consideration of data traflic pcrlonlance and the effect of voice

traffic on it. As was indicated above, owing to the RT priority mechanism, when the

number of voice stations reaches a value such that the round length exceeds TRT = Dmax ,

data throughput drops to zero. This is seen in Figure 5-5 which shows the variation ot'd

with N. for various values of D Inax and Gd for a 100 Mb/s network with silence
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N Clip Length, T1(ms) Inter-clip time. Ti, (s)mflX Mean Std dev Max Mean Std dev

D = 2ms
with suppression 15 0.05 0.04 0.1 0.004 0.002

D = 20 ms
without suppression 757 0.20 0.06 0.2 0.020 0.000

with suppression 1132 0.30 0.31 2.8 0.031 0.023

D = 200 ms
without suppression 1430 2.10 0.09 2.9 0.210 0.073

with suppression 2936 10.60 11.74 44.4 1.060

Table 5-5: 100 Mb/s. 5 km Token Bus: Clipping Statistics at q =%.
Gd= 20%. Dma x =2, 20, 200 ms.
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with N. for various values of D.. and Gd for a 100 Mb/s network with silence

suppression. Similar behaviour is observed with other parameter values. 1d decreases

with increase in N. As N. approaches IV, A the rate of decrease increases. Note that by

using TRT > Dmax' we can ensure higher data throughput at voice capacity (see Section

5.1.1).

As is to be expected from the throughput performance, data delay increases with N

growing without bound as NV approaches the value at which 71d drops to zero (Figure 5-6).

Standard deviation is approximately equal to the average over the whole range when

silence suppression is in effect. When silence suppression is not used, owing to the more

deterministic voice traffic, standard deviation is much lower than the average.

5.5. Summary

In this Chapter we have presented a study of several aspects of performance of a

token-passing bus local area network. The protocol considered is similar to the IEEE

802.4 standard. First we considered the performance of several variants with only voice

traffic, obtained by a simple analytic expression for the case without silence suppression.

The ase of piggy-backed tokens was shown to cause a marginal increase in capacity. except

at D nax = 2 ms where the increase is larger. Optimum ordering of the stations in the

logical ring has little advantage relative to random ordering at 10 Mb/s. At 100 Mb/s.

therc is a substantial improvement. The effects of several values of the priority parameter,

TRT, used for data traffic were presented.

With integrated voice/data traffic, the Token Bus protocol achieves good performance

at 10 Mb/s. At 100 Mb/s, propagation delay begins to play a significant part and

performance is poor under tight delay constraints. The token rotation timer priority

mechanism is seen to be lhvourable fir the higher priority traffic. voice. '[he throughput

of the lower priority traffic, data. drops to zero as the number of voice stations increases

above We note that other priority schemes can be implemented on a Token Bus.
mawx

In particular, the alternating round scheme presented for the Expressnet in the next

Ch'Pter is compared with the TRT mechanism in Chapter 7.



121

- 1000.0:

, 100.0 I
2 ms 20 ms = 200 [TIs

z.._/

10.0 /

1.0 Gd = 0%1.0

Gd = 20%

0 Nv

0 1000 2000 3000 4000
Number of Voice Stations. N v

Iigure 5-6: 10() M I/s. 5 km oikcn Ius: Inter a ctive I) ta le)klh y vs. NV

With sileice SU)lprcssion. G1 = 20.50'. I araictr. I.



122

Chapter 6
Expressnet

The network protocols considered so far are the random-access CSMA/CD protocol

and the round-robin Token Bus scheme. The former is attractive owing to its simplicity

and is efficient at low to medium bandwidths. By the use of an explicit token, the latter

provides good performance at higher bandwidths than CSMA/CD. The pertu, rv'tce of

the Token Bus has been shown to be strongly dependant on the order of token passing

(Section 5.2). The optimum ordering enables high utilization to be achieved at high

bandwidths but is difficult to maintain in a practical network. Another round-robin

scheme. Expressnet. uses an implicit token-passing algorithm with inherently optimum

ordering to achieve high utilization [Fratta et. at 81, Tobagi et. aL 83]. In this Chapter, we

describe the Expressnet protocol, study the effects of some protocol parameters, and study

the performance of the Expressnet within our voice/data framework. We note that the

Expressnet is very similar to several of the DAMA schemes and that our results are

therefore indicative also of the performance of these other schemes [Fine & Tobagi 84].

6.1. Expressnet Protocol

The Expressnet uses a folded uni-directional bus structure to achieve broadcast

operation with conflict-free round-robin scheduling (Figure 6-1) [Fratta et. aL 81. Tobagi

et. at 83]. Each station has three taps, a receive tap on the in-bound bus and transmit and

carrier sense taps on the out-bound bus. Note that the sense tap is upstream of the

transmit tap. A packet transmitted on the out-bound bus by any station propagates over

the connecting link and down the entire in-bound bus. Any station can receive the packet

from the in-bound bus, achieving broadcast operation.
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In-bound bus

Figure 6-1: Exprcssnet: Folded-bus topology
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In order to achieve fully distributed round-robin scheduling, the end of each packet

transmission on the out-bound bus, EOC(out). is used as a synchronizing event. Assume

that station i has just transmitted a packeL The event EOC(out) emanates from i and

propagated down the out-bound bus. Any backlogged station, j, downstream of i senses

this event and starts to transmit immediately. While transmitting, j monitors the

out-bound bus for transmissions from any upstream stations. If such a transmission is-

detected, j aborts its attempt. Thus, of all the stations that attempt to transmit. the most

upstream one is successful. There may be a period of overlap at the start of the packet, on

the order of te, the time to detect carrier. The end of this new packet forms the next

synchronizing event. Note that once a station has transmitted a packet it does not receive

the EOC(out) event again and hence can transmit at most one packet per round.

Transmissions within each round are ordered by station location without the stations

needing to have any knowledge of their respective locations. We note that this protocol is

an example of the attempt-and-defer sub-class of the DAMA protocols [Fine & T"bagi 84].

The succcssion of packets in a round form a train. At the end of a train, a mechanism

is necessary to start the next train. Note that the gap between successive packets in a train

is te. the carrier sense time. Thus, any station can detect the end of a train when an idle

period of 2 tcd elapses after the end of a packet on the in-bound bus. This event, EOT(in),

visits each station in order and forms the synchronizing event for start of the new round.

All backlogged stations detecting EOT(in) immediately start transmitting. following the

attempt-and-defer strategy described above. Between successive trains there is a gap equal

to 2r P + tca for the end of train to propagate from the out-bound to the in-bound bus and

be detected. Under heavy traffic with N stations,- the propagation delay overhead per

packet is 2 ,r IN. Thus, the Expressnet operates efficiently with large N even when r P is

large relative to the packet transmission time, T.

The Expressnet protocol includes mechanisms for keeping the net alive even when all

stations are idle, and for cold-start when the network is powered up. These are not

germane to our study and hence we do not describe them.
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6.1.1. A Priority Mechanism

A simple priority mechanism is to allocate rounds for particular traffic types [Tobagi

et. aL 331. For example, in a voice/data context, altcrnate rounds can be allocated to cach

of the two traffic types. Further, to satisfy the delay constraint of voice tra'lic, data rounds

can he restricted to a maximum lcngth. Lad while the length voice rounds is determined

only by the number of voice stations. N. and the length of voice packets.

We now examine the effects of varying the maximum data round length, Ld"

Considcring a deterministic system with perfect scheduling of arrivals. maximum

throughput is achieved when the time between the start of successive voice rounds is

exactly Dmax (Fine & Tobagi 851. Under these conditions, iV = N) . Further. every
maxdata round has length Ld = L . Thus, we have,

mrax

DrX = N,(1) p Po n+ max a 2tep C + I,,+ 2(2-rp + 2 tc)

( )( ma -  /.,,-  2(2 T + 2 tea ))(6 1
P lP + P'o+  IX V + 2tado

where P and P are the preamble and overhead per packet respectively. The term

(2 r + 2t19) is the idle period between successive trains and appears twice because we are

considering a cycle consisting of a voice train and a data train. Thus. Nv  decreases
max

linearly as !,a increases, reaching zero tbr some 1,d < Dmax*
matx max

With randomness introduced in the data arrival process and in the number of active

voice stations due to silence suppression. 1,d is less than Ld and NV can be

appreciable even with L d = Dmax* This is seen in the results of simulations of a 10
Mb/s. 1 km Expressnct with Dmax = 20 ms and Gd = 20%. With 1, = 20 ins. V is

265 amul remains at this value when 1.d  is decreased to 10 ils. When I, is further
(I) Ma V nM

decreased to 2 ils. NVi) increases to 2N55 stations and 11d decreases f'rom 15% to 10%
(Figure 6-2). As is to be expected from the throughput curves, data delay is approximately

constant with Ld in the range 10 to 20 ms, and increases by about a factor of 2 when

Idmax is decreased to 2 ms. Thus. choosing ,dmax < D max/2 yields a small increase in

voice capacity at the expense of a large decrease in data throulghput. Note that value of
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Ld'na at which Ud begins to drop rapidly is a function of both the number of data stations

and Dtn.x For Dmax = 200 is. the knee point is below Dina/2. i.e.,., a Dniax/2 is

a conser-vative choice while for D = 2. is, the knee is at approximately Dma/ 2 . WVe

use Ld =Dmnax/ 2 in thie rest of this Chapter.
. ax

6.2. Voice Traffic Performance

A system consisting of only voice stations operating without silence suppression is

detcrmninistic and the maiximium nUMbcr of voice stations that can be accommodated

withIout loss. N . is given by Equation (6.1) with Ld Set to the overha errud
2 (T + td). For the parameter values suimmarized in Section 2.4 and Table 6-1, we

compute N o)for a 10 Mb/s. 1 kmi and a 100 Mb/s. 5 kmn Expressnet and several vluLes
of Dma (Table 6-2). It is evident that for the parameter ranges considered, inter-round

propagation delay is insignificant compared to the per packet overhead. The latter is the

Cause of the reduced capacities at Dmax = 2 and 20 ins.

Network Parameters:

Max data round length. Ld 0.5 D
Max voice round length, L max U nIimni ted

max

Stat ion Parameters:-

Packet overhead, P0  10 bytes
Packet preamble. P 64 bits

Carrier detection time. t P 1.0 its at C= 10 Mb/s
cd 0. 1 IL5 at C = 100 Mb/s

Voice Traffic Paramieters:

Minimum delay. Di 0. 125 111S A Dnax = 2 ms

1.0 ins at Dma = 20, 200 ms

Trahle 6-1: Expressnet: Simulation Parameters
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Dmax. ms
VPPflT

10 Mb/s, I km 2 67
(b( l Vc= 156) 20 138

200 154

100 Mb/s, 5 km 2 650
(b(/Vc= 1562) 20 1378

200 1541

Table 6-2: Expressnet: Voice capacity with only voice stations.
Without silence sunpression.

6.3. Minimum Voice Packet Length

We now examine the effect of varying Pmin on Expressnet performance. As in the

Token Bus. perihrmance is only weakly dependant on Pmin due to the round-robin nature

ol the protocol. provided that Pmin is chosen small relative to P, Note that

Pmin= VDmin and Pmax = VDmax* If Pmi, is large small clips occur even for N. well below

N * Consider the situation when silence suppression is in effect, there is some datamax

load. and Pmin = P max/2. Assume that the load is such that the cycle length. i.e.. the time

to the beginning of the next voice round, is L = Dmax/ 2. Consider the left-most voice

station, i (similar reasoning applies to any voice station). Assume that. i transniiL at the

beginning of a voice round. Let the length of the next cycle be I. =D - E . fbr some

positive es,. At this point, station i will not yet be ready to transmit the next packet and so

will lose its turn. Now. let the length of the succeeding cycle be /.= Di+ e 2, fore 2 > E

Station i can now transmit. However, the time since its last transmission is

I- , + !, + c., > D Mf . I lence, it suffers loss even though the average cycle length is much
less than Dmax Note that e, varies with titme owing to the variation in data load and the

transition of voice stations between the talk and silent states.

Empirically, we have Found that values of Dmin on the order of Dmax/ 10 or less

minimize voice loss. Hence. in the subsequent evaluations, we use = 1 ms for D
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= 20 and 200 ms and Dmin = 0.125 ms for Da x = 2 mis. The corresponding values of

Pmin are 8 and 1 bytes rcspectively.

6.4. Voice/Data Traffic

In this section we examine the performance of the Expressnet under various

conditions with voice/data traffic. Network bandwidths of 10 and 100 Mb/s are

considered with the foldcd-bus topology (Figure 6-1). Parameter values are summarized

in section 2.4. Some parameter values specific to the Expressnet are listed in Table 6-1. In

the following sections we discuss. in order, system. voice and data performance with

integrated voice/data traffic.

6.4.1. System Measures

Owing to the round-robin nature of the scheduling discipline, the Expressnet is

inherently fair as each active station can transmit 1 packet per round. Hence the only

system pertbrmance metric that we consider is maximum throughput under various

conditions.

Throughput

Maximum system throughput, q. is found to be a function primarily of channel

length. d. and maxinmum voice delay. Dmax* Variation in -q is on the order of 1% or less for

cac0 10% variation in data offered load. G. Silence suppression also has little elfect on q.

Table 6-3 gives -q at q) = 0.5%. with Gd fixed at 20%, for various values of C. d and Dmax .

(p is chosen to be 0.5% bccause this is well below the value of 1% that we use as the limit of

acceptability. Hence. the throughputs shown are lower bounds for voice/data systems

with the range of parameters considered.

lhroughput is scen to increase with Da X. Under heavy traffic conditions, voice

packets are of length Pax = D Vax Thus, as Dmax is increased, the fixed overhead per

packet is amortized over a larger number of voice samples. Throughput decreases with

increase in d due to the effect of increased propagation delay, i.e., higher a. For Dmax of

20 and 200 mis.,i- is almost constant with increase in C from 10 to 100 Mb/s. At q, = 0.5%,
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C =10 Mb/s C= 100 Mb/s
d 1km 5 km 5 km

D =2ms
without suppression 40.7% 39.9% 45.8%

with suppression 39.6% 39.3% 43.0%

D = 20ms
without suppression 86.0% 86.0% 86.5%

with suppression 82.7% 83.2% 81.6%

D = 200 ms
without suppression 98.2% 98.0% 98.2%

with suppression 96.5% 96.2% 92.6%

Table 6-3: Expressnet: Total System Throughput at = 10%

Gd = 20%

tile sum of the mean voice and data round lengths are about Dmax , indepcndent of C.

Thus 71 is a function of packet overhead and -r p but not of C. However, with Dmax = 2

ms, q increases with increase in C. This seemingly anomalous bchaviour is caused by the

limited length of data rounds. Ldrmax = Dnax/2 = 1 ms. For simplicity, we ignore

interactive data packets in this explanation. At 10 Mb/s. the transmission time Ibr a 1000

byte packet is 0.8 ms. Thus the propagation delay overhead of 2rp = 50 j~s is incurred

once per 0.8 ills. At 100 Mb/s, ' dccreases to 0.08 nis while tile propagation delay

remains the same. Thus, up to 12 packets may be transmitted in 1 ms and the propagation

delay overhead is incurred once per .08x12=0.96 mis leading to highcr efficiency.

Under the most stringent delay constraint Used, D = 2 ms, the throughput is still

applreciable at alut 40% ol C. At larger val ues of Da.%, the protocol pcrlornis very well.

Note that while there is a sUbstanlial increase in n1 achieved by increasing D ,x from 2 to

20 is, the increase owing to further increasing Dmax to 200 ins is small.

S
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6.4.2. Voice Measures

Next we consider tle performance achieved by voice traffic and the effect on it of

varying parameters such as data load. For the most part, the discussion deals with a 100

Mb/s, 5 km network and applies to lower bandwidth networks except where otherwise

noted.

Loss
Figure 6-3 shows voice loss. q, as a function of N with Gt fixed at 20% and Dnax

taking on values of 2. 20 and 200 ms. For each value of Dtnax . the performancc is shown

with and without silence suppression. Similarly to the Token Bus (Figure 5-4), as N

increases from zero, there is no loss until N("). which value is dependaMt on Dmax .VmaXma
Thereafter. loss occurs and increases linearly with N,. The knee is sharper without silence

suppression than with. In the former case, variation in offered load occurs only due to

variation in data traffic, while in the latter case. the number of active voice stations varies

with time leading to the difflrence in knee shapes. After the knee, the slope of the curves

is lower in the case of silence suppression because each additional station contributes a

lower additional load.

This graph brings out two important factors. Firstly, increasing Dmax from 2 ms to 20

nis causes a large increase of about 300% in system capacity (Table 6-4). However. the

increase in capacity achieved by incrcasing Dmax by another order of magnitude to 200 mis

is iiuch lower. about 30%. Thus, there is not much advantage in operating an Exprcssnet

with Dnax much larger than 20 ms. This corresponds well with the requirements for both

intra-LAN traflic and traffic over a public telephone network. Secondly. the increase in

capacity due to use of silence suppression is close to 2.5. the ratio of the average talkspurt

length to the average silence length 16

To study the cl'I~cct., of varying data loads on voice perflormance, we plot in F*igure 6-4

,p vcrsus N. for several values of' Ga Da x is fixed at 20 is. The shapes of the curves for

different Gd are very similar, the main difference being in the point at which the knee

16Simiilar obhrvitions -mlc made in (I'ine 851
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10 Mb/s. 1 km 100 Mb/s. 5 km
= 1% 2% 5% 1% 2% 5%

Dmax = 2 ms
without suppression 32 34 38 408 422 452

with suppression 77 82 95 880 944 1035

Dmax = 20 ms
without suppression 114 116 120 1159 1173 1215

with suppression 264 272 287 2694 2825 2990

Da x = 200 ms

without suppression 153 155 160 1525 1541 1590
with suppression 355 363 380 3396 3595 3716

Table 6-4: Expressnet: Voice Capacity at p = 1, 2. 5%.
10 Mb/s, 1 km and 100 Mb/s, 5 km. Gd = 20%.

occurs. The change in total throughput. -q=r/d+'v, is much less than G for the range

shown (Table 6-5). Further. 71d is less than Gd due to the loss of data packet arrivals when

the buffer in a data station is occupied by a packet awaiting transmission. Thus, the
increase in voice throughput, il " due to a decrease in Gd is smaller than the change in G.t

G Without silence suppression With silence suppression?o "17 "7d I? n/ " 1d 77

0 88.8 0.0 88.8 80.5 0.0 80.5
20 73.2 13.3 86.5 67.6 14.8 82.4
50 54.0 31.7 85.7 52.1 34.3 86.4

Table 6-5: 100 Mb/s. 5 km Exprc sniet: Throughputs at (P = 1%.
D = 20 ins.

We now consider the nature of the loss. Tables 6-6 and 6-7 show details on clipping

when the toul loss is 1% and 5% respectively. Gd is fixed at 20%. Clip lengths are higher

with silence suppression than without due to the higher instantaneous fluctuations in
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N, L5 ss l.ength. T(ins) Inter-loss lime. T (s)
max Mean Std dcv Max Mean Std dcv

D =2 ms

without suppression 408 0.12 0.10 0.5 0.012 0.010
with supprcssion 880 0.17 0.15 0.9 0.016 0.083

D =20 ns
mwithout suppression 1159 0.24 0.16 0.7 0.030 0.013

with suppression 2694 0.65 0.67 11.8 0.041 0.143

D = 200 ms
without suppression 1525 2.11 0.12 2.2 0.231 0.272

with suppression 3396 25.98 24.04 257.8 0.246 0.170

fable 6-6: 100 Mb/s. 5 kin Expressnet: Clipping Suatistics at (P = 1%
Gd = 20%. Parameter Dmax.

N, Loss lcrigth. T, (ms) Inter-loss time. Td (s)
max Mean Std dcv Max Mean Std dcv

D =2 ns
without siippression 452 0.18 0.12 0.8 0.004 0.003

with suppression 1035 0.29 0.22 1.1 0.007 0.030

1) 20 ins

without suppression 1215 1.06 0.22 1.6 0.021 0.000
with suppression 2990 1.43 1.00 13.9 0.029 0.079

D =200 ms
without suppression 1590 10.53 0.49 10.7 0.220 0.092

with suppression 3716 22.69 27.16 293.5 0.369 0.398

Table 6-7: 100 Mb/s. 5 km Expressnct: Clipping Statistics at 'p = 5%

Gd = 20%. Parameter Dmax.

traffic. Also, clip length increases with Dmx due to the round-robin service. Loss occurs

when the length of the voice plus data rounds exceeds Dm*X. In such cases, each voice
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station transmits a packet of length Pmax once per round. Thus each station incurs loss

once per round. Since the total loss is constant at 1% or 5%. the average clip lengi must

increase as the time between clips increases. In all cases. except Dmax = 200 ms with

silence suppression. the mean clip length is on the order of 1 ins, with the maximum being

less than 12 ms. These values are much lower than the 50 ms threshold cited by

Campanella (see Section 2.3.2). Thus. loss would appear to the user as distortion rather

than perceptible gaps. This is the preferred mode of loss for voice transport systems. In

the exception. Dnax = 200 ms with silence suppression, the mean is itill less than the 50

ms threshold. However. the variance is high with the longest clip being about 260 and 290

ms at (p = I and 5% respectively. This situation is less desirable. The statistics at ,p = 5%

are similar, except that the mean clip lengths are higher due to the higher total loss.

Delay

The variation of D. with NV is shown in Figure 6-5 for several values of Dmax. Curves

are plottcd for performance with the use of silence suppression as well as without. The

network baldwidth and length are 100 \'I/bs and 5 km respectively.

Considering the curves without silence suppression, we see that as NV is-increased

from zero upwards, delay increases approximately linearly from a small initial value tip to

Omax . "The initial value is equal to the length of the data round. i.e.. 0.125 ms when Drnax

= 2 ins and I ins when Dmax = 20 and 200 ins. When delay reaches Dnax the combined

lengths of the voice and data rounds is equal to D),,ax . lhereafter. all voice packets have

length Pmax and consequently delay D)x' the length of the voice round is directly

proportional to NV. and loss occurs. While delay is less than Dm . . standard deviation of

delay is small (Figure 6-6). When delay reaches Dtnax* standard deviation reaches a peak

that increases with Dma x and then drops abruptly to a very low value.

With silence suppresion. the elfects are similar except that the increase in delay with

N. is slower since the traffic presented by one additional voice station is 40% that of an

additional voice station without silence stippression. The point at which delay reaches

Dinax is less well defined because of the greater variation in traffic as voice stations move

between talk and silent states. This variation is in addition to the fluctuations in data
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traffic, which are present with and without silence suppression. Standard deviation is

higher with silence suppression than without and the decrease as Nv excecds ,  is more

gradual due to the variation in voice traffic described above. In the worst case shown.

standard deviation is less than half the mean, and is considerably lower in most cases. This

may bc attributed to the round rubin scheduling of the Expressnet.

The only effect of increasing the average data offered load. Gd, is to shift the delay

curves to the left (Figure 6-7). Standard deviation curves for Gd = 0 and 50% are similar

in shape and peak value to the curve for G1 = 20%, D = 20 ms in Figure 6-6. differing

only in being offset to the left Ior larger Gd. and to the right for smaller Gd.

6.4.3. Data Measures

Next we consider the performance achieved by data traffic and the effects of various

parameters on it. To recapitulate, data traffic consists of a mix of 50 byte and 1000 byte

packets, representing interactive and bulk traffic respectively. Both types of data traffic

may be transmitted only within the data rounds which alternate with voice rounds. The

length of each data round is limited to. half of the maximum acceptable voice delay, i.e.,

Dmax/ 2 . In [he following, data throughput, -, refers to the total throughput of bulk and

interactive traffic. Delay is measured separately for the two traffic types and is found to be

similar in both mean and variance. Hence, only delay for interactive traffic is presented.

We present results I0r a 100 Mb/s, 5 km network.

Throughput
For Gd = 20%, the variation of 7qd with N, is shown in Figure 6-8 fbr various values of

Omx ,,with and without silence suppression. Consider first the curves without silence

suppression. For N <N,, , i.e., before the system capacity is reached. 'd decreases

slightly with increase in N. As N. incrcases heyond V ?Id decreases more rapidly

owing to the limited data round length. For a given N. , Td decreases with increase in

D,,ax because the voice round length increases with N. (proportionately, for N. greater

than voice capacity) and each of the fixed number of data stations can tra smit at most one

packet in each 2-round cycle. This is seen clearly in the case of Dmax = 200 ins. Thus if
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voice perlbrmance is a priority, the usual case, larger values of Dmax are preferable. If.

however, data performance is ofconcern. lower values of Dax would be prel'crablc. This

trade-off is demonstrated in Table 6-8 in which rid is shown for various values of voice loss

and D,7iax.

b 1% 5% 10%max

D = 2ms
without suppression 19.3% 19.3% 19.4%

I lih suppression 19.5% 19.3% 19.3%

9ma= 20 ms
without suppression 13.3% 13.1% 12.7%

with suppression 14.8% 13.7% 13.0%

D = 200 ms
without suppression 1.8% 1.7% 1.6%

with supprLssion 5.8% 2.9% 2.2%

Table 6-8: 100 Mb/s. 5 km Exprcssnct: rqdat q, = 1, 5. 10%.
Gd = 20%. Parameter Dmax.

Thc effcct of silence suppression is to reduce the decreasc in rid with N, because each
additional voice station contributed a lower additional load. For a given voice loss rd is

larger with silcnce suppression than without (Table 6-8). The difflrencc is marginal at

Da x = 2 mis. and appreciable at Dmax = 200 ms.

The effect on -qd of varying Gd is shown in Figure 6-9. Both with and without silence

suppression. the primary effect of a change in Gd is a shift of' the curves vertically by an

amount equal to the change in G t

Delay

Since each data station has a single packet buffer, as has each voice station, variation

of data delay with N. is expected to be similar to that of voice delay. The main difference

is that data delay continues to increase with Nv beyond NA" )  because a data packet
,nuV

m m rll I I ill IlI ~lI I • I
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remains in the buffer until it has been successfully transmitted, regardless of delay. This

correspondence is seen by comparing the curve for data delay for any value of Dma( in

Figure 6-10 to that for voice delay for the same value of D in Figure 6-5. Varying GdmaxCd
shifts the curyes to the left for larger Gd and to the right for smaller Ga, similar to the effect

in Figure 6-7.

Standard deviation, ad, is low, always less than the average (Figure 6-11). For small

N. variations in data load cause the length of the data round. L to fluctuate resulting in a

corresponding fluctuation in the length of the voice round. L , Once N is sufficiently

large. L. is constant at approximately NVD max V/C. and Ld = L dax. Hence ad reaches a

plateau.

6.5. Summary

For the ranges of parameters considered, the Expressnet is found to have a total

throtu,,hput strongly dependant on D but weakly dependant on bandwidth and on the

fraction of traffic that is offered by data stations. Without silence suppression and with an

offered data load of 20%. a 100 r4b/s network is shown to be able to support about 1200

active voice stations with a maximum delay of 20 ms and less than 1% loss. With the use of

siletice suppression. the capacity increases to nearly 3000 voice stations. Since during the

busiest period of the day only 10-20% of voice stations in a system are active. the network

could have 12.000 and 30,000 stations attached with and without silence suppression

respectively. Note that a conversation requires two active stations. The loss is comprised

of frequent short clips that are subjectively more tolerable than longer clips. There is a

high correlation between the lengths of adjacent clips, indicating that every voice packet

suffers similar clips. The effect of varying data load is to change voice capacity without

alTecting he quality of the voice service.

I)ata traffic is seen to achieve a fairly constant share of the network bandwidth in the

preferred region of operation, i.e.. when total offered load is less than C and voice loss is

less than 1%. Under higher loads, data throughput Falls as voice traffic gets precedence.

Rita delay increases with N. to some value related to Dmax and thereafter increases only
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gradually. Standard deviation of delay is low under low loads and stabilizes under

overload.

Performance is shown to be relatively insensitive to the value of the voice protocol

parameter. Pmin provided that Pmil is chosen much less than Pmax" If Pmin is relatively

large. small amounts of loss can occur even with N much lower than 1'0 . A study of
Vmax

the maximum data round length, L dmax indicates trade-offs between N.rmax and "qd, with

larger values of L d x favouring data traffic at the expense of voice. This trade-off is less

significant with silence suppression than without.

We note that our conclusions regarding the voice capacity are similar to those in an

earlier study [Fine 851.17 Our work extends Fine's study in several respects. With regard to

voice performance, we investigate the nature of the clips in addition to the total clipping.

With regard to data performance, Fine makes the heavy traffic assumption that all data

rounds are of maximum length. In contrast, we model the performance of individual data

stations under various loadings.

7lIndeed. this adds to the credibility of the simulators used in our work and in the earlier work.
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Chapter 7
Results: Comparative

Having examined the performance of the individual networks, we are in a position to

present a comparative evaluation. As in the previous chapters, we first examine voice

performance and then data performance in an integrated voice/data environment. The

emphasis is on contrasts between the networks, and on identifying the regions of good

performance of each. Topics such as the optimization of Pmin' and the effects of

protocol-specific parameters such as TRT in the case of the Token Bus and Ldmax in the

Expressnet are covered in Chapters 4 - 6.

The protocols selected for evaluation span a wide range of available broadcast bus

protocols. By restricting our attention to bus networks we are able to make uniform

assumptions regarding parameters such as carrier sense time and synchronization

preamble lengths which are dependant on the physical transmission medium. Due to the

popularity of the broadcast bus topology, this class includes a large fraction of local area

networks (see Chapter 1). Thie Ethernet is a contention-based protocol that has proved

useful for data traffic and is coming into widespread use. The Token Bus and Expressnet

are contention-free round-robin schemes of the DAMA class [Fine & Tobagi 84].

Depending on the selection of various parameters, several protocols in the DAMA class,

such as FASNET and various ring protocols. have performance similar to that of the

Token Bus or Exprcssnet and hence our results are indicative or" the performance of such

protocols also.

We compare the networks at bandwidths of 10 and 100 Mb/s. A summary of the

simulation parameters is given in Table 7-1 and Section 2.5. As in the preceding chapters,

we first present upper bounds for voice traffic only. This is followed by a detailed

comp'rison of the protocols with integrated voice/data traffic.
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Network Parameters.-

Token Bus:
Max data token rotation time _. DMax

Max voice token rotation time Unlimited
Expressnet:

Max data round length, Ld Dmax/ 2

Max voice round length, L max UnlimitedV

Station Parameters:
Packet overhead. P0  10 bytes
Packet preamble, P 64 bits

Packet buffers 1
Carrier detection time, tcd 1.0 ps at C = 10 Mb/s

0.1 ps at C = 100 Mb/s

Voice Parameters.

Ethernet:
Minimum delay, Dmin O4 Dmax at D,. x = 2 ms

0.8 Dmax at Dmax = 20. 200 ms
Token Bus. Expressnet:

Minimum delay, Dmin 0.125 ms at Dmax = 2 ms
1.0 ms at Dmx = 20, 200 ms

Table 7-1: Summary of simulation parameters

7.1. Voice Traffic Upper Bounds

We first present in Table 7-2 the maximum number of voice stations that each of the

networks under consideration can support without loss. Two configurations are assumed:

10 Mb/s, 1 km and 100 Mb/s, 5km. Silence suppression is not used and Dmax = 2, 20 and

200 ms. The values for the Ethernet are from our simulation while simple analytical

Formulae are used for the other networks. For the "loken Bus. a random ordering of' the

stations in the logical ring is assumed with the mean distance between successive stations

in the ring being T P/3. Nv  is given in Equation (5. 1) (page 111) for the Token Bus and

in Equation (6.1) (page 125) for the Expressnet. The theoretical maximum is given by

Lc/vJ.
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Dmax Ethernet* Token Bus** Expressnet Theor Max

10 Mb/s, 2 ms 30 51 67 156
1 km 20 ms 100 129 138 156

200 ms 125 153 154 156

100 Mb/s, 2 ms 165 650 1562
5 km 20 ms 125 848 1378 1562

200 ms 1100 1441 1541 1562

from simulation.
** random ordering of stations in the logical ring.

Table 7-2: System Voice Capacity, lo)

10, 100 Mb/s. Voice stations only, without silert di suppression.

Considering the 10 Mb/s case, we see that the Ethernet voice capacity is a small

fraction, about 20%, of the theoretical maximum at Dmax = 2 ms. The capacity of the

other networks is substantially larger. In the Ethernet, in addition to the packet overhead,

there is inefficiency due to collisions which increases as the packet length decreases. When

DmaX is increased to 20 and 200 ms, the capacity of the Ethernet increases to acceptable

fractions of the network bandwidth due to a reduction in collisions. The other networks

also show increases, though of a smaller magnitude.

For a 100 Mb/s, 5 km network, parameter a=,r IT increases by a factor of 50

compared to the 10 Mb/s. I km network. Thus. the Ethernet capacity is a small fraction of

network bandwidth even at larger values of Dmax. For the Token Bus, the effect of

propagation delay in passing the token. T'p/3 on the average due to the assumption of

random ordering, is evident in that the capacity increase is less than a factor of 10

compared to the corresponding capacities at 10 Mb/s. This is more pronounced at lower

values of Dmax. For the Expressnct, since the overhead of T P is incurred only once per

round rather than once per packet, the increase in a has no effect on throughput. We note

that under the optimum ordering the performance of the Token Bus is very similar to that

of the Expressnet.
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7.2. Voice/Data Traffic

From the preceding section, it is clear that the Ethernet is not a viable option for voice

transmission at 100 Mb/s under the conditions considered. The Token Bus and

Expressnet are both seen to merit further study at the higher speed of 100 Mb/s. In the

remainder of this chapter, we compare the performance of the various networks in further

detail, first at 10 Mb/s and then at 100 Mb/s for each of the performance measures. The

Ethernet will be included only in comparisons of performance at 10 Mb/s.

7.2.1. Voice Measures

We examine first the performance of voice traffic and the effects of data traffic on it.

The key measure of voice performance is loss. Delay is of importance primarily from a

system design point of view.

Loss

We consider first the influence of maximum voice delay. Dmax, and then that of data

offered load. Gda on voice loss. For a 10 Mb/s, 1 km network, the variation of(p with N. is

shown in Figure 7-1 for the Ethernet, Token Bus (with TRT = Dmax) and Expressnet.

DmUx = 20 ms. Gd = 20%. and the curves with and without silence suppression are shown.

The shapes of the curves are similar for the different networks. For low values of N., there

is no loss. At the point at which loss begins, there is a well-defined knee. Above the knee,

loss increases rapidly. The knee is less well-defined in the case of the Ethernet. This may

be attributed to the random nature of the access protocol compared to the more orderly

round-robin schemes used in the Token Bus and Expressnet.

In the case without silence suppression, the curves of the Token Bus and Expressnet

arc almost identical. This is to be expected since the scheduling mechanisms are similar

and propagation delay, which is the major dilference between the two protocols, is

relatively small. When silence suppression is used. however, the Expressnet performs

better than the Token Bus. This is due to the assumption that voice stations in the silent

state remain in the logical ring in the Token Bus to avoid the overhead associated with

leaving and reentering the ring. Thus. each silent voice station transmits one packet

consisting of P. = 10 bytes of overhead each round to pass the token.
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Dmax , rnS

2 20 200

Without silence suppression:

Ethernet 1 43 117
Token Bus -0 103 152
Expressnet 32 114 152

With silence suppression:

Ethernet 2 103 259
Token Bus 11 207 339
Expressnet 77 265 363

Table 7-3: 10 Mb/s, I kin: Voice Capacity at = 1%. Dmax = 2, 20, 200 ms
Ethernet, Token bus. Expressnet

Gd = 20%. with and without silence suppression

A summary of the loss curves is given in 1 able 7-3 in which the voice capacity. ,IV ,
max

is shown for Dmax = 2. 20 and 200 ms. Considering First the Ethernet, when Dmax is

incrcascd from 2 to 20 nis. N, increases From close to icro to about 1/3rd of the
VV 'laxmaximumn capacity. When D max is incr'eased froll] 20 to 200 mis. NV  more than

doubles. At low values of Dmax' i.e.. short packets. the [thernet sufors both from

relatively higher overhead per packet and Irom increased collision rates. As Dmax

increases, both Ilictors decrease leading to the large increase in N . In the case of the

Token Bus and Expressnet. there is a large increase when Dmux is increased from 2 to 20

ins. However, when Dmax is increased riom 20 to 200 mis, the increase in capacity is lower.

In these networks, inefficiency arises primarily due to packet overhead. In the Token Ius,

at small D* x. propagation dclay beconcs signilicant and hence capacity is lower than in

the case ofi tie 'xpressnet.

To quantify the effect of varying data loads on voice perlbrmance, we present in Table

7-4 N")  for Gt = 0. 20 and 50% with/)max Fixed at 20 is with silence suppression in
VIM ma
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Data Offered Load. Gd
0% 20% 50%

Ethernet 257 103 0
Token Bus (TRT = 20 ins) 232 207 197

(TRT = 25 ins) 232 187 153
Expressnet 291 265 158

Table 7-4: 10 Mb/s, 1 km: Voice Capacity at (p = 1%, Gd = 0, 20, 50%.
Ethernet, Token bus, Expressnet.

Dmax = 20 ms, with silence suppression.

effect. Without silence suppression, the picture is similar except that the figures are lower

by a factor of 2-2.5. The figures for the Ethernet show clearly the effect of the lack of

priority for voice traftic: as Gd increases from 0 to 50%, N')v decreases from 257 to 0. In
max

the Token Bus, with TRT = 20 ils chosen to give high priority to voice, voice

performance is not very sensitive to data offered load. When N. reaches a value such that

the token rotation time exceeds TRT, data stations do not transmit at all according to the

protocol (Section 5.1). The choice of L = 10 ins in the Expressnet giv,'s weaker
max

priority to voice: data stations are not denied service completely (see Section 6.1.1).

Hence, Gd has a greater effect on N than in the case of the Token Bus, but smaller
inax

than in the case of the Ethernet. We note that the priority mechanisms in the rmund-robin

protocols are not intrinsic and could be implemented in either l)rotocol with similar

ent'cts.

These differences may be clarified by examin.ing the total throughput, q, and its

division between voice and data, q y and 71d. at q, = 1% (Table 7-5). In the Ethernet, na=

Gd Owing to the random arrivals of data packets. voice performance suffers and loss

reaches 1% at smaller values ofi- as Gd increases. 'Thus, q 7V decreases by an amoint larger

than the increase in -, In the two round-robin protocols. however, 'q is not strongly

dependant on Gd Thus, the decrease in i, with increase in G is approximately cqual to

the increase in -d, We note that the choice of TRT = 25 ms in the Token Bus, yields 1qd

= 14.5% and 36.0% for Gd= 20% and 50% respectively, very close to the values in the case

of the -xpressnet.
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G Ethernet Token Bus Expressnet
(TRT = 20 ms)

"I~ V 7 d  71 71 V 1 d  'q 1 11d rd

0 65.4 0.0 65.4 59.2 0.0 59.2 75.1 0.0 75.1
20 25.9 20.0 45.9 53.2 10.3 63.5 68.4 14.9 83.3
50 0.0 50.0 50.0 50.7 12.7 63.4 50.6 35.5 86.1

Table 7-5: 10 Mb/s, 1 kin: Throughputs at p = 1% for Gd = 0, 20, 50%.
Ethernet. Token bus, Expressnet.

Dmax = 20 ms. With silence suppression

With Gd = 0% and silence suppression in effect, the capacity of the EtherneL 257

stations, exceeds that of the Token Bus, 232 stations. This seemingly anomalous behaviour

is due to the overhead caused by silent stations taking part in the token passing in the

Token Bus.

Finally, we examine the nature of the loss in the different networks. Statistics on clip

length and inter-clip time are shown in Table 7-6 with 'p = 1%, Dmax = 20 ms and Gd =

20%. We see that in the Ethernet, the mean clip length is less than 10 ms but the variance

is high with the maximum being close to 200 ms. This can be more of an annoyance to the

listener than the clips in the Token Bus and Expressnet which have small means and

maximum values. In the Ethernet, the correlation of the length of adjacent clips is found

to be clos, to zero. This occurs because of the random nature of the access protocol.

While one packet from a station might suffer a number of collisions and hence large loss,

the next might be successful on the first attempt. In the 2 round-robin protocols, there is

significant correlation which increases to close to unity for large 4p.

C = 100 Mb/s

We now turn our attention to a 100 Mb/s, 5 km network. Here, we study only the

Token Bus and Expressnet. Qualitatively, voice performance is similar to the 10 Mb/s

networks (Figure 7-2). The principal difference is in the magnitude of Nt'V (Table 7-7).
max

We see the effect of the propagation delay incurred in passing the token in the Token Bus
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N ~~lx Clip Length. 7',(nis) Inter-clip time. Till (s)
Mean Std dev Max Meanl Std dcv

Ethernet 103 7.5 14.7 176.1 0.75 0.747
Token Bus 207 0.4 0.24 2.8 0.04 0.048
Expresnet 265 1.1 1.18 17.9 0.L1 0.314

Table 7-6: 10 Mb/s. 1 kill: Clipping Statistics at (p = 1%
Ethernet. Token bus. Ex pressnet

Dma = 20 is. Gd = 20%. with silence Suppression

Drnx'MS
2 20 200

Without silence suppression.-

Token Bus ~ -0 757 1429
Expressnet 408 1159 1525

With silence suppression:

l'oken BuIs 15 1132 2936
Expressnet 880 2694 3396

Table 7-7: 100 Mb/s. 5 kin: Voice Capacity ait q) = 1%. Dax = 2. 20. 200 ins.
Token buS, Expressnet.

Gd = 20%. With and wvithlout silence Suppression.

in the lower capacities compared to the Exprcsnet. This is especially evident at small

Dflax when the voice capacity of the Token tBus is close to zero. At Drn1x = 240 is, the

capacity increcases 10 alhmit 50% of thle niaxiInIIIu.I and to about 90% wvithl D'ilx =200 Ills.

With the Exprecssnet. even at 100 Mb/s and 5 kil. propagation delay is not significant.

Inelli6cinCY IS due almlost entirely to packet overhead. We note that increasing TRTSL' ch

that thle data throughput is thle same in both networks would decrease thle voice capacity of

the 'lokeni Bus by 5-15%.
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Delay
Considering voice delay, we show in Figure 7-3 D as a function of N for D = 20

and 200 ms with silence suppression for the various networks. In the case of the Ethernet,

delay is close to Dmax even at small NY owing to the choice of Pin = 0.8Dmax to

maximize capacity (Section 4.5.2). Even under heavy traffic conditions the Ethernet access

protocol allows some new packets to be transmitted with low delay while older packets are

in the retransmission back-off phase after multiple collisions. Thus, even with V;N,
max

D is less than Dmax . The Token Bus and Expressnet exhibit similar delay characteristics

with DV increasing approximately linearly with N. and reaching Dmax at NY NV  Note
max

that for low N , DV is lower in the case of the Expressnet than the Token Bus due to the

assumption in the latter that idle voice stations continue to participate in the token passing.

Variance of delay is low in the two round-robin schemes, and drops to close to zero when

D reaches Dw x . The Ethernet exhibits higher variance increasing monotonically with

N.

7.2.2. Data Measures

Next we consider the performance achieved.by data traffic and the effects of various

parameters on it. To recapitulate. data traffic consists of a mix of 50 and 1000 byte

packets, representing interactive and bulk traffic respectively. Throughput figures are the

aggregate for both traffic types, while delay is computed scparately. Since delay

characteristics are similar for the two traffic types, we report only delay for interactive

data.

Throughput

In Figure 7-4 total data throughput .t a, is plotted as a function of N, for Dmax = 20

ms and Gd = 20 and 50%. The performance of the Ethernet and Expressnet are similar

with 11d decreasing gradually with incrcasing N. )ata packcLs receive lower priority in the

Expressnet. However, the total throughput for a given N is higher in the case of the

Expressnet and hence 71d is higher than for the Ethernet. In the Token Bus, with TRT =

D,. x , data throughput drops rapidly to zero as N. approaches N. i.e., as the round
maxlength reaches D .'
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Also indicated on the curves are the points at which N = AP . It is desirable from
V Vthe point of view of voice traffic to operate to the left of this point on each curve. In a

system operating at N. = N , the Ethernet achieves higher data throughput than the
max

two round-robin schemes.

C = 100 Mb/s

The variation of data throughput with the number of voice stations at 100 Mb/s is

similar to that at 10 Mb/s in the case of the Token Bus and Expressnet (Figure 7-5). With

Nv max ,d is about 70-80% of Gd in the case of the Expressnet, but is close to zero in
V Vmax71

the Token Bus owing to the values of the priority parameters used. Choosing TRT to yield

the same data throughput at A ') as in the Expressnet would reduce the voice capacity of

the Token Bus by 5-15%. In the Token Bus, there is a region with N. about 1000 in which

11d is lower when Gd = 50% than when Gd = 20%. This behaviour occurs because we use

a larger number of data stations to generate the higher offered load. This results in a

longer period being spent in passing the token and consequently the round length exceeds

TRT for smaller values of N. Similar behaviour, though less pronounced, is observed in

Figure 7-4.

Delay

In Figure 7-6, interactive data delay is plotted as a function of N for D = 20 ms

and Gd = 20%. Similar curves are obtained for other parameter values. As is to be

expected from the throughput curves presented above, delay ill the Token Bus increases

rapidly to infinity as Nv exceeds N . Delay characteristics in the case of the Ethernet
max

and Expressnet are similar to one another. The Ethernet achieves lower delay due to the

equal priority for all packets and the low delay achieved by some packets that are

transmitted with few or no collisions. The knee in the curves occurs at N v close to V
max

and the valuc of Dat this point is related to ),,(X. The standard deviation of D. is much
higher in the case of the Ethernet compared to the Exprcssnct (Figure 7-7). I-or NV >

V') , standard deviation decreases after reaching a peak. In this region, all voice packets
max

are of length Dmax, variation in delay occurs only due to variation in data packet arrivals

and in the number of voice stations in the talk state.
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7.3. Summary

The use of a parametric simulator has enabled us to provide a detailed and accurate

characterization of the performance of a range of broadcast bus protocols with integrated

voice/data traffic. By varying key system parameters, we have covered a large volume of

the design space. This study provides insights into the relative merits of random access

and ordered round-robin access and of two priority mechanisms for round-robin schemes.

The contention-based Ethernet protocol is found to provide good performance at low

loads and when propagation delay is relatively low (i.e.. the parameter a = rIT is small).

Under these conditions, the overhead involved in the round-robin schemes results in

higher delays, especially in the Token Bus with its explicit token. Under hCavy loads or

when a is large, however, the Ethernet is inefficient due to contention while the

round-robin schemes operate in a more deterministic and hence efficient fashion, with the

Expressnet with its implicit token and optimum ordering providing better performance

than the Token Bus with random ordering. We note that under the assumption of

optimum ordering, the performance characteristics of the Token Bus are very similar to

those of the Expressnet.

At a bandwidth of 10 Mb/s and with a data load of 20% or less, the Ethernet is found

to have good performance at Dmax = 200 ins and acceptable performance at Dmax = 20

ms. Thus. it could be used successfully as the basis for an intercom system. but is more

limited in use with the public telephone network. The poor performance of the Ethernet

stems from the high contention overhead per packet. on the order of several times the

end-to-end propagation delay, which increases with shorter packets, and from the lack of

prioritization. The two round-robin schemes, the Token Bus and Expressnet. are more

suited to integrated voice/data applications. At 10 Mb/s. the Token Bus exhibits good to

excellent performance at Dmax = 20 and 200 ms. but is unacceptable at DM x = 2 mis.

Owing to the propagation delay in passing the token, at 100 Mb/s. performance is poorer

at Dmax = 20 ms though still good at Dmax = 200. Considering Dmax = 20 ms. Gd = 20%

and the use of silence suppression, at a bandwidth -" 10 Mb/s, the voice capacities of the

Ethernet, Token Bus and Expressnet are 100, 200 and 270 stations respectively. At 100
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Mb/s. the Token Bus and Expressnet have capacities of 1100 and 2700 respectively. Note

that the number of telephones in a system is typically 5-10 times the number that can be

simultaneously active.

A detailed examination of the nature of loss indicates that in the case of the Ethernet

clips can be as high as several tenths of a second with p = 1%. There is high variance in

the clip length and adjacent clips are uncorrelated. In the round-robin schemes, clips are

on the order of several milliseconds and occur more frequently. Variance of clip length is

low and correlation of adjacent clip lengths is high. The latter form of loss, short clips

occurring frequently, is more acceptable to listeners than the former.

The Ethernet provides good performance to data traffic even when the number of

voice stations is well above voice capacity. The average data packet delay in the Ethernet

is low but variance of delay is high. In the two round-robin schemes, the performance

achieved by data traffic is dependant on the choice of the priority parameters. TRT and

Ldm. With these parameters chosen to yield the same data throughput at . the two
max

schemes exhibit similar data traffic behaviour with N _s . The value of is seen
max max

to be dependant on the scheduling overhead. This is especially significant at high

bandwidths on the order of 100 Mb/s. In such cases optimum ordering of the station

significantly increases , . This optimum ordering is inherent in the Expressnet
max

protocol but is difficult to maintain in practise in the Token Bus.
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Chapter 8
Conclusions

8.1. Conclusions

The performance of broadcast bus local area networks has received considerable

attention, resulting in an understanding of many of the problems of multi-access protocols.

Considering a widely used implementation, the IEEE 802.3 standard which is very similar

to the Ethernet, we note that several important features are difficult to model

mathematically. Likewise, with integrated voice/data traffic on broadcast bus networks,

prior work has provided understanding but has limitations. In this work, we have used a

range of evaluation tools to address two related aspects of broadcast bus local area network

performance. The first was the performance of the Ethernet under diverse traffic

conditions. The second was the performance of several broadcast bus local area networks

with integrated voice/data traffic. The use of measurements and detailed simulations

enabled us to obtain an accurate and realistic characterization of performance, providing

new insights into the problems.

We measured performance on operational 3- and 10-Mb/s Ethernets with artificially

generated traffic loads. This showed that the protocol performs well over a wide range of

conditions. Throughputs greater than 75% were achieved with packet lengths greater than

.64 bytes and 200 bytes on the 3- and 10-Mb/s networks respectively. Average delays were

usually moderate, on the order of a few milliseconds, but individual packets occasionally

suffered large delays on the order of several 100 ms. The measurements also indicated the

limitations of the protocol at high bandwidths and/or with short packets, i.e., when a, the

ratio of the end-to-end propagation delay to the packet transmission time, is large. This

occurs since for each packet transmission there is a contention overhead on the order ,
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the propagation delay while stations learn of each other's transmission attempts. Further,

our measurements revealed that the performance of the Ethernet is poorer than the

predictions of prior analyses of the CSMA/CD protocol. This is especially true in the

region of poor performance. This, however, is precisely the region in which accurate

performance assessment is important. The differences are due to several differences

between the implementation and the models, principally the behaviour after a collision

and the number of stations on the network.

For further exploration of the protocol in the region of marginal performance, we

used a detailed simulation, validated with our measurements. It was shown that

performance of the standard Ethernet algorithm degrades with large numbers of stations,

on the order of several hundreds. A simple modification to the algorithm enables high

throughput, close to that predicted by prior analysis, to be maintained even with large

numbers of stations. Other aspects studied included the effects of the number of buffers

per station. These results allowed us to determine the region of applicability of the

analytic models for the pr'7 'iction of Ethcrnet performance. A simple formula for

maximum throughput [Metcw e & Boggs 76] was shown to be a good predictor with

a < 0.01 while a sophisticated Markovian analysis [Tobagi & Hunt 801 is useful for a < 0.1.

Also by the use of simulation, we have quantified the performance effects of different

physical distributions of stations on an Ethernet. It was shown that with symmetric

distributions of stations on a linear bus, stations at the ends achieve poorer performance

compared to stations near the centre. This is an effect of the non-zero propagation delay.

For a station near the centre, all stations learn of its transmission attempts within half the

end-to-end propagation delay, i.e., r-P/2. For a station near the end, the corresponding

vlunerable period is T ,. With asymmetric distributions, isolated stations achieve poorer

performance, while stations in large clusters obtain a higher than average throughput. For

example, with 39 stations clustered at one end of a 10 Mb/s, 2 km Ethernet and 1 station at

the other end, with a packet length of 40 bytes, the isolated station was found to achieve a

throughput of less than 1/10 th that achieved by each of the stations in the cluster.

.Turning next to the use of packet-switched networks for real-time voice traffic, we
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have proposed a new protocol for packetization of digital voice samples. Each packet is

allowed to vary in length between some minimum and maximum to adapt to changing

load. Thus, low delays are obtained under low loads while high utilization is maintained

under heavy loads by the minimization of per-packet overhead. While the maximum

packet length is determined by the delay that users can tolerate, the minimum is a function

of the network protocol and other parameters. We have empirically determined the

optimum minimum length over a wide range of conditions. For round-robin protocols,

the value is not critical provided it is small compared to the maximum, less than about

1/10th. For random-access protocols, on the other hand, the optimum is close to the

maximum.

In Chapter 2, we examined the characteristics and requirements of voice/data traffic.

By the identification of key parameters and the definition of ranges of interest for these

parameters, we formulated a network-independent framework for the comparative

evaluation of broadcast bus local area networks. For reasons of consistency and accuracy,

we developed a parametric simulator for multiple traffic types on broadcast bus local area

networks. In a systematic study of representative networks, key parameters were varied

over a wide range, thus providing numerical results, via interpolation, over a large region

of the design space. Networks evaluated were the random-access Ethernet (IEEE 802.3

standard) and two round-robin schemes, the Token Bus (IEEE 802.4 standard) and the

experimental Expressnet.

Broadly speaking, random access schemes can provide similar performance to the

round-robin schemes at light loads. Under heavy loads, however, the round-robin

schemes operate in a more deterministic manner and provide better performance. The

Ethernet was shown to provide satisfactory service at moderate bandwidths, up to 10

Mb/s, and when delays of 20 ms and greater can be tolerated by voice traffic. At higher

bandwidths, with high data loading, or under stringent delay constraints of 2 ms, the voice

performance is poor. While data traffic is able to efficiently utilize bandwidth temporarily

unused by voice traffic, fluctuations in data traffic lead to loss of voice samples.

The contention-free round robin schemes provide good performance even at high
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bandwidths of 100 Mb/s and under 2 ms delay constraints. In the case of the Tokcin Bus.

performance at moderate bandwidths was found to be indcpendent of the ordering of the

stations in the token-passing ring since the propagation delay is negligible compared to the

packet transmission time. At high bandwidths, this ordering becomes important. In the

Expressnet, with inherently optimum ordering, performance was good over the entire

range of interest. With a data load of 20%, a delay constraint of 20 ms, the maximum

number of 64 Kb/s voice stations that can be accommodated at a bandwidth of 10 Mb/s is

100, 200 and 270 in the Ethernet, Token Bus and Expressnet respectively, assuming the

use of silence suppression. At 100 Mb/s, the corresponding capacities are 1100 and 2700

voice stations for the Token Bus and Expressnet respectively. Note that the number of

telephones that a system can support is typically 5-10 times the voice capacity. Thus, these

broadcast bus networks can support quite large telephone systems.

We have investigated two priority mechanisms for round-robin schemes, the token

rotation timer (TRT) and the alternating round mechanisms. Both mechanisms provide

similar performance, with the latter being marginally superior. For a given data

throughput, the alternating round mechanism allows a voice capacity up to 10% greater

than that with the TRT mechanism.

Differences in the nature of the loss of voice under overload were found between the

networks. In the Ethernet, clips are moderately large and highly variable with low

correlation between the lengths of adjacent clips due to the random order in which

competing stations achieve network access. Some clips may be several 100 ms in duration,

much longer than the threshold of 50 ms [Campanella 761 at which the individual clips

become subjectively perceptible rather than merely contributing to background noise. In

the round-robin schemes, for the same total loss, clips are much shorter than 50 ms and are

more frequent with high correlation between the lengths of adjacent clips. In these

schemes, under overload, every station suffers a similar clip in every round. This is

subjectively more acceptable.

In summary, by the use of appropriate evaluation tools, especially measurement and

detailed simulation, we have provided new insights into the behaviour of the Ethernet
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protocol under diverse conditions. 1he use of simulation and a uniform framework for

evaluation has enabled us to study the trade-offs involved in the design of access protocols

and priority mechanisms in broadcast bus local area networks for integrated voice/data

traffic.

8.2. Suggestions for Further Work

The broad scope of this work provides several avenues for further research. One is the

inclusion of other classes of interconnection structures, such as star and circular topologies

(see Chapter 1). The star topology includes the digital PBX switches traditionally used for

voice telephony. For cases where high data loads are expected, the Ethernet could benefit

from some form of priority. Several schemes have been proposed in the literature. A

scheme such as MSTDM [Maxemchuk 821 could prove useful (see Section 1.2).

Given the large number of data points we have provided, it may be possible to

develop approximate analyses for interpolation and extrapolation. While this may be

relatively easy in the case of the round-robin schemes, in the Ethernet, finding an

approximation that is valid over a sufficiently wide range as to be useful may prove

difficult. The principal obstacle is the back-off algorithm which depends on the number

of successive collisions that a packet has suffered. This necessitates a large state space even

for small networks (see Section 4.3). A possible approach is to model the network as a

single load-dependant server, with the service rate derived from our data.

We have held several parameters fixed in our evaluations. These include the precise

mix of bulk and interactive data traffic, the number of data stations used to generate a

given data load, and the arrival processes used. Our experience suggests that for realistic

ranges these will not significantly alter our results. The one parameter that will have a

significant effect is the voice digitization rate, V. Lower encoding rates are likely to

provide an approximately linear increase in voice capacity in the round-robin schemes. In

the Ethernet, with utilization dependant on packet length, lowering V beyond a point may

actually lead to a decrease in voice capacity. It is also realistic to consider a mix of voice

stations having differing encoding rates and differing delay constraints.



172

In our comparisons we have implicitly assumed that the cost of the various alternatives

is the same. While this assumption is justified to some extent by the fact that the physical

transmission medium can be made the same in all the protocols studied, the implemen-

tations of the network-interface units differ significantly. In the Token Bus, mechanisms

to handle error conditions such as loss or duplication of the token, which we have not

considered, add considerably to the complexity of the implementation. The Expressnet

requires simpler mechanisms for cold-start and keeping the network alive, but requires

three uni-directional taps as opposed to a single bi-directional tap in the other two

networks. A complete design study must include a cost/performance study and reliability

considerations.

Finally, local area networks can be considered for other traffic types, such as bursty

real-time traffic resulting from process control, video and facsimile in addition to voice

and data. This will be particularly attractive with the development of fibre-optic networks

with bandwidths on the order of 1 Gb/s. Impetus for such networks is provided by the

growing interest in wide-area integrated services digital networks [ISDN 86].
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Appendix A
Notation

The following is a summary of the notation used in this thesis.

For a variable taking on a set of values, {X}, the following notations are used:

X, X Mean of X
ax  Standard deviation of X
X . Minimum ofX

Xmax  Maximum of X

The following subscripts are used to qualify variables:

d D Data
b. B. Data (bulk)
1 / Data (interactive)
V, V Voice
p. P Packet

Note: subscripts of subscripts may be omitted when the meaning is clear from the
conrexL

The following is a list of symbols used:

C Channel bandwidth
D Delay
d Network length
G Offered load. % of C
L Round length

Round maximummax

N Number of hosts
SMaximum number of voice stations with loss

p max Packet length, P = P P+ P + Pd
Pd Packet data
PO Packet overhead
PP Packet preamble
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T, t A time period, described by the subscript
I An instant in time.
T11  Inter-clip time
T Packet transmission time

Clip length
TT Token rotation timer
V Voice coder rate
'p Voice sample loss, % of G.

Throughput, % of C
B Inter-packet arrival time
T P Propagation delay
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Appendix B
The Simulator

In this Appendix we briefly describe the structure of the simulation program,

emphasizing unusual aspects of the implementation. This is followed by some details of

the validation.

B.1. Program Structure

The simulaLu, models the system at the level of the data-link layer [Zimmermann 801

with some aspects of the physical layer included, e.g., signal propagation delay and crude

modelling of some circuit delays. Thus. most aspects of the system can be captured by the

use of a discrete event-driven simulator. The handling of certain continuous-time

processes such as carrier-sensing pose difficulties which are dealt with later in this section.

Primarily for reasons of portability, the simulator is implemented in a widely-available

general-purpose language. Pascal. The simulator has been run under the TOPS-20 and

Unix operating systems. The size of the simulator for the CSMA/CD. Token Bus and

Exprcssnet protocols is about 6000 lines, excluding comments.

The program is divided into several modules (Figure B-i). 18 The station modules

contain most of the protocol funuions found in stations in a real system. The network

module contains certain functions, such as carrier-sensing, that can be efficiently

performed given global state inilormation available in a simulator but not in a real system.

18Pascal dos not provide independent modules. The modules we refer to arc logically related procedures

and ruictions tollected in a single. separately compilh.d lile.
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Scheduler

The event scheduler maintains a list of pending events, advances the clock to the time

of the next event and invokes the appropriate modules to handle the event. It also

includes auxiliary procedures for servicing requests from other modules for scheduling or

rescheduling of events.

In a network with a large number of stations, the number of pending events may be

large. Thus, the use of a simple data structure such as a linked list for storing the events,

requiring 0(n) time for performing n insert and delete operations, is inefficient. More

efficient data structures exist with complexity 0(nlogn) for n operations. The structure we

use is the 2-3 tree (see Chapter 4 in [Aho et. at 751).

The representation of time poses a problem. In order to be able to simulate networks

with widely varying bandwidths, it is desirable to use real variables for time. Pascal,

however, has a limited precision for real variables. 7-8 digits for the versions used. The

range from the bit-transmission time on a 100 Mb/s network. 10 ns, to the run lengths of

several 10s of seconds required for accuracy of statistics easily exceeds this precision.

Implementing higher precision in software is feasible but would result in greatly increased

overhead in manipulation of time variables. High resolution, however, is necessary only

for periods of relatively short duration, e.g., propagation delay over short segments of

cable must be accurate to within nanoseconds while the run length need only be accurate

to milliseconds. These can be achieved within the constraints of Pascal real variables by

representing time I relative to some fixed t. It is merely necessary to ensure that

i- to< 101'e, where p is the number of digits of precision available and e is the desired

resolution. This is accomplished by periodically incrementing to by some 8 < 10Pe and

simultaneously decrementing all time variables by S. With 6 = 9 ms. this procedure

incurs an overhead of less than 1%.

Station Modules

The code for station procedures is split into two modules. The traffic generation

module generates traffic as described in Sections 2.2.1.3 and 2.2.2.3 according to specified

parameters. This is independent of the network protocol being simulated. Parameter
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values are specified in an input file and may be set independently for each individual

station. Since the simulation is stochastic. parameters such as packet arrival rates and

packet lengths have both average values and distributions specified. All stations use the

same congruential multiplicative random number generation algorithm with a cycle of

!-t, where n is the word length of the computer. To reduce dependencies, this cycle is

divided into sub-cycles of length 105 and each station uses a different sub-cycle.

The second station module is the protocol-dependant module. There is one such

module for CSMA/CD protocols and one for the round-robin protocols, the Token Bus

and the Expressnet. The module implements the finite-state machine shown in Figure B-2
(with some additional transitions and/or states for specific protocols).

The station is in the idle state while awaiting the arrival of a packet. When a packet

arrives, it moves to the queued state, awaiting its turn in the round-robin schemes, or

awaiting the end-of-carrier in CSMA. Upon either of these events, the station moves to

the trying state where it attempts to acquire the channel. Once acquisition is successful,

the station moves to the busy state. In this state, successful transmission of' the entire

packet is guaranteed. In case the acquisition attempt is unsuccessful, the station goes to

the inactive state where it remains for some period depending on the protocol. In

CSMA/CD, this corresponds to the back-off period after a collision. Depending on

factors such as the number of failures, the station may decide to abandon the packet.

returning to the idle state, or to retry after some period. returning to the queued state.

Network Module

The network module implements aspects of the physical layer such as signal.

propagation along the channel. It also includes global state information such as a list of

currently transmitting stations which is used to provide to the station modules information

such as whether or not carrier is present at a given location at a spccilied time. Thus. when

the channel is busy. instead of a station sensing the channel fbr carrier at closely-spaced

intervals to approximate the continuous process of waiting for the channel to go idle, the

network module may be able to compute this from its global information. If the

information cannot be computed currently, the station is placed in a queue in the network
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module. For each station in this queue, when the network determines unambiguuusly the

time that the channel will go idle at that station, it notifies the station module.

Similarly, in the round-robin protocols, it is inefficient to have the station module

simulate the receiving and passing of the token for stations that do not have a packet to

send. This is especially true under light loads. To avoid this, each station is added to a

queue in the network module when it has a packet ready for transmission. At the end of

each transmission, the network module examines its queue and uses knowledge of the

order of the token-passing ring to determine which station is the next to transmit a packet

with data. An appropriate event is scheduled for that station.

Input and Output

The parameters for a simulation run are specified in an input file. This file contains

three sections: simulation parameters such as transient and run times; network parameters

such as the protocol, bandwidth and length; and station parameters such as packet type,

length, arrival process and network-interface unit parameters. All station parameters,

about 10-15, may be specified independently for each station, or a common set may be

specified for stations of each packet type.

The output module computes statistics of interest for each station and aggregate

statistics for all stations of each packet type and for all stations. Certain aggregates, for

example, average packet delay, arc computed only tbr each packet type since it is not

meaningful to average delay across packet types. Throughput, on the other hand, is

computed for individual stations, for each packet type and for all stations.

B.2. Validation

We next discuss steps taken to enhancc conl:" in the corrcctness of the simulator

and in the statistics obtained. The use of modular programming and the type-checking

facilities afforded by Pascal were helpful in minimizing errors. Several levels of testing

were used during debugging. First, tracing all events during a simulation run with a few

stations and manually checking for correct operation helped eliminate several bugs. Next.

for simulations with a large number of stations, the simulator was run for some time to
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reach steady-state. Events were then traced for some period and manually checked. This

unearthed some bugs that did not occur with small numbers of stations. Finally, the

simulator was run with parameters as close as possible to those in our Ethernet

measurements (see Section 4.2) and various statistics were compared. Details of these are

presented below on page 183. For the round-robin networks, for which exact analytic

expressions are available under certain assumptions, the simulator was run under those

assumptions for validation. The simulator was also run with parameters to match those

used in studies in the literature. In all these tests, satisfactory correlation was obtained,

with differences being attributable to minor differences in models and to statistical error.

Transient and Run Times

Since the simulator is not, in general. started under steady state conditions, it is

necessary to run the simulator for some transient period before observations are made to

allow it to reach steady state. Thereafter, observations are made for some time and various

performance measures are estimated based on a finite number of samples. For example,
given N observations, {x,,x 2. .. XN}, of a random variable X, we obtain art estimate,

N
?? ,xn, of the true mean. . To determine whether m is a good estimatr of . we
obtain confidence intervals at some confidence level, typically, 95%. For this purpose, it is

necessary to obtain several independent samples ofm. Due to the large number of stations

and the complexity of the local area networks studied, the regenerative method is not

practical. Hence, we resort to the method of sub-runs. In the following paragraphs, we

give details on the determination of suitable transient and sub-run times Ibr use in our

simulations [Kobayashi 81].

Since the random nature of the Ethernet access method is likely to result in greater-

fluctuations of measures with time compared to the more deterministic round-robin

schemes, we determine transient and ni times for the FthcrneL Several combinations of

parameter values were used. We present details Ior a 10 Mb/s. 1 km Ethernet with data

load, Gd = 20%, and the number of voice stations, N, = 80. Since silence suppression is

not used. this represents a situation of overload. The evolution of several measures with

time is determined by running the simulator for run times between 0.1 and 60 s without

ay transient period (Table B-1). Also shown are 95% confidence intervals obtained in a
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benchmark run having a transient time of 20 s and run time of 100 s divided into 5 equal

sub-runs. It is seen that after about 10 s most measures stabilize to within the confidence

interval of the benchmark run.

Voice Measures Data (bulk)
IrD 4P 1 7 D,4 n (O(%) (ms) %(m

0.1 13.41 3.58 1.9 16.0 1.95
0.5 13.05 14.60 129.8 14.72 4.91
1.0 12.89 15.46 248.7 14.24 5.28
2.0 12.86 14.55 345.2 13.76 4.80
5.0 12.79 14.67 414.5 13.31 5.17
10.0 12.81 15.10 427.2 13.43 4.84
20.0 12.82 15.17 437.7 13.41 4.63
60.0 12.84 15.11 444.7 13.44 4.76

100.0" 12.85±0.04 15.29±0.39 445.4±7.4 13.53±0.11 4.76±0.59

ttransient = 20si n = 5x20 s 95% confidence intervals.

Table B-I: 10 Mb/s. 1 km Ethernet: Transient behaviour of some measures.
Gd = 20%. Dmax = 50 ms. N, = 80. t  =ransien =0 S. Parameter irun.

In the above experiments, the computaltion of the measures always included the initial

transient period, thus biasing the results. Thcrcfore. we conduct an alternate scrics of

experiments with a variable transient period during which no observations are made

followed by a fixed run time. Using this method, the transient behaviour is shown in

Table B-2 with transient times of 0.1 to 60 s and a run time of 10 s. By eliminating the

initial period during which the simulator is far from the steady state, the required transient

time is much lower than in the previous method, with most measures stabilizing alter a

transient ofabout I s.

By similar experimentation, we arrive at suitable transient and run times for various

sets of parameter values. We note that the determining factor is the number of samples.

The total number of packets in a simulation run is on the order of 50,000 - 500,000 and
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Voice Measures Data (bulk)
tD aii T% DTS,(rn M% (ms) (;6 OAS

0.1 12.81 15.16 430.6 13.26 5.44
0.5 12.79 15.02 442.9 13.29 4.80
1.0 12.80 14.99 449.9 13.33 4.72
2.0 12.86 15.26 441.7 13.37 4.86
5.0 12.87 15.35 442.1 13.58 4.42

10.0 12.84 15.23 448.1 13.39 4.44
20.0 12.80 14.92 445.0 13.17 4.81
60.0 12.85 15.32 441.1 13.43 4.74

100.0* 12.85±0.04 15.29±0.39 445.4±7.4 13.53±0.11 4.76±0.59
t ransient = 20s, trun = 5x20 s. 95% confidence intervals.

Table B-2: 10 Mb/s, 1 km Ethernet: Transient behaviour of some measures.
Gd = 20%. Dmax = 50 ms. N. = 80. t 10 s. Parameter transienl.

depends on the number of stations, the packet length and the talkspurt/silence lengths.

Thus, for 10 Mb/s and Dma x = 2 and 20 ms we use 'transient = 5 - 10 s and tru = 30 - 100

s, divided into 5 - 10 subruns. For Dma x = 200 ms. voice packets are longer and hence we

increasc the times by a factor of 2 - 4. At 100 Mb/s. the number of stations is larger and

we use ltransient = 1 - 5 s and trun = 5 - 20 s.

Comparison with Measurement

Comparison of simulation results with measurements on an actual system serves two

purposes. namely to ensure that the simulation model is a faithful representation of the

system, and to enhance confidence in the correctness of the program. In the case of the

Ethernet, this is particularly important since accurate analytic models that consider all

aLspccts of the implementation arc not available (see Section 3.1). Hence, we use our

measurements described in Section 4.2 tbr validation. Because of the nature of the

implementation of the 10 Mb/s Ethernet and the stations used in our measurements,

interface circuit delays could not be estimated accurately. In the 3 Mb/s Ethernet, on the

other hand, the simplicity of the stations and access to logic diagrams and microcode

enabled us to estimate delays with greater accuracy [B1oggs 82]. Here too there are some
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residual differences between circuit and propagation delays in the Ethernet and in the

simulation. Thus, we do not expect exact correspondence. and will show that some

modifications to the simulation to. approximately model these delays improves the

correspondence. In this section, we present comparisons of several performance measures

obtained from simulation and measurement for the 3 Mb/s setup described in Section

4.1.2. We note that comparison of delay and throughput measures for the 10 Mb/s.

Ethernet yielded good correlation.

We consider the shortest packet length for which we have measurements, 64 bytes. In

the absence of better information, we assume that stations are uniformly distributed on the

network. Recall that we have assumed constant values for circuit delays such as

carrier-detection and jam times. In reality, these values vary between stations. Further.

stations are connected to the common bus via drop cables of varying lengths which

introduce additional delays. To compensate for these delays, we introduce into the

simulation some random jitter, t in the carrier detection time which is now defined to be

tcd + t, where t. is uniformly distributed in the range [0, 1m).
J hnax

In Figure B-3. throughput is plotted as a function of offered load, G, with t. = 01max
and 2 tAs. Also shown is the corresponding curve from measurement. We see that without

the jitter, the simulation underestimates throughput, while with t. = 2 ps, corrcspon-
l max

dence is very close. This occurs because increasing jitter spreads out the times at which

several backlogged stations attempt to transmit after the end of carrier. Thus, there is a

higher probability that the signal from the first station to transmit will propagate to the

others before they begin to transmit, reducing the collision rate. In Figure 11-4, average

packet delay is plotted as a function of G under the same conditions. We see that the*

increased throughput with increased jitter results in a slight increase in packet delay.

In Figure 13-5. cumulative collision histograms are plotted fbr the conditions described

above with G = 320%. The height of the th bin gives the number of packets transmitted

with fewer than i collisions, expressed as a percentage of the total number of successfully

transmitted packets. Note that as jitter is increased, a larger fraction of packets are

successful after fewer collisions and the histograms from simulation are closer to those

from measurement.
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In sumnmary, Without jitier. the simulation Overestimates the COllision rate and

consequently Underestimates performance compared tO MeasUrerncnt. By tie intro-

duIctiori of somec jitter, we areable to reduIce the collision irate in the s11ilationI Su FflCMiVnl

that performance is slightly overestimated. The fact that the corrcspondcncc diffecrs For

different meaISures may be attributed to the faict that the jitt is only anl appro.iatiotn to

some of the variable delays in the real system. Given these residual differecues in delays,

the correlation bctwcen measuremet and simulation may be said to be good.
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